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ABSTRACT

This memorandum presents general results on the

characteristics of tin and indium cryotrons evaporated in con-

ventional evaporators with no special techniques such as

substrate heating or prenucleation.

Indium from the conventional system is compared

with films from more elaborate systems. Indium from the con-

ventional system compared favorably with that produced in an

ultra-high vacuum system.

Reproducibility results for four in-line cryotrons on

one substrate indicate that the cryotrons cannot be interconnected

with a sufficient margin of safety on the bias or overdrive on the

control when maximum operating speed is desired.

The critical currents for a number of tin and indium

films are plotted as a function of the ratio of film thickness to

penetration depth.

The gain characteristics of unity crossing crossed-

film cryotrons are discussed.



INTRODUCTION

The results given below are taken from data on tin and

indium cryotrons that were made in conventional evaporators

without substrate heating or prenucleation. One purpose of this

paper is to compare the sharpness of the magnetic transition and

the magnetic hysteresis of these materials with the same char-

acteristics of those materials prepared in more elaborate

systems. In particular, the general characteristics of indium

are compared with indium prepared in the systems of A. Toxen

and H. Caswell. 2

Reproducibility of both the material characteristics and

the cryotron circuit characteristics are necessary in order to

interconnect cryotrons either within one substrate or on separate

substrates. Results on reproducibility are given below for indium

cryotrons and the margin of safety in circuit operation is illustrated.

Results on critical currents of indium and tin films can

be related to calculated results using the London field and current

distribution. The experimental results are expressed in terms ofPt.

the thickness-to-penetration depth ratio, and can be useful in

certain cryotron circuit designs even though incremental gain for

the crossed-film 3 devices has not been thoroughly investigated.



The results given below are typical of the device charac-

teristics from the conventional evaporator. It should be stated,

however, that both tin and indium with desirable characteristics

were prepared using the special techniques in the conventional

evaporators. The special techniques could not be used in the

device production system conveniently.

MAGNETIC PROPERTIES OF INDIUM DEVICES

A general comparison of the magnetic field transitions of

tin and indium prepared in a conventional evaporator is given in

the ninth quarterly Lightning report. Indium films, as obtained from

a number of different evaporator systems, are compared in Table I.

It may be seen that films produced in a conventional system compare

favorably with H. Caswell's films produced in very high vacuum.

A. Toxen's films, produced in a conventional vacuum and then

mechanically trimmed, showed the more desirable characteristics,

but the technique for producing these films would not be compatible

with device production techniques.

No films were made by the more sophisticated techniques

of prenucleation and substrate heating for comparison in this study.



7

Table I - Results for Indium Films
at Reduced Temperature Values of tz < 0. 8

I II III
Conventional H. Caswell's A. Toxen's
device films films films

Magnetic transition
widths, AH/H 3-7% 3-4% 1-2%

Magnetic hysteresis
AH I H 10% 10% 5%

y

Substrate condition room room nitrogen
temperature temperature cooled

Film edge untrimmed untrimmed trimmed

The resistance ratios of films from all three systems are

comparable. The inference from Table I is that indium films from

the conventional evaporator, with uncontrolled conditions, closely

approach the others in characteristics and are to some extent suitable

for device usage. It should be possible to produce films rsore nearly

like those shown in column III by greater control of the production

techniques. The critical temperatures of the indium devices from

conventional evaporators were reproducible within a range of 3. 385

to 3.415 0 K. Tin produced in the same evaporators had critical

temperatures in a range of 3. 73 to 3.90 K.
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REPRODUCIBILITY OF CRYOTRONS

The characteristics of four indium in-line cryotrons

across a substrate are given in Table II and the corresponding

gain curves and resistance transitions are shown in Fig. la and

Ib for a reduced temperature of T = 0. 896 T .C

a
Table II - Reproducibility Results on Indium Cryotrons

Cryotron I Cryotron 2 Cryotron 3 Cryotron 4

0 0 0

Thickness 6800 A 6950 A 6620,9 6900 A

Critical field, H c  68 oe 65 oe 64 oe 64 oe

Magnetic transition 5.9% 3. 1% 3. 1% 4.7%
widths, AH/H

Critical gate current 450 ma 420 ma 410 ma 410 ma

Critical control 1350 ma 1420 ma 1310ma 1400 ma

Control current tran-
sition width, AIc/I c  - 13.7% 7% 10.7% 7.1%

aT = 0. 896T c . Control width and gate width = 0. 009 inch.
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The results of Table II show that the critical fields of

indium were reproducible across the substrate. The spread in the

critical currents and control currents is much larger. These

results reflect the limitations of reproducibility that are believed

to be caused by either shadowing in the control lines or an inability

to control the line width in the mask. It should be possible, however,

to eliminate these variations.

It is believed that a nonuniform magnetic field from the

control causes the control current transition widths to be broader

than the external field transitions. The fact that the control current

transition widths, 6Ic/I c , are larger than the magnetic field

widths, AH/H, makes the circuit operating tolerances more

severe.

A reproducibility sample was made using tin as a gate

material and the characteristics of the tin were reproducible across

the substrate. The broad transitions, however, made the circuit

operating conditions unsatisfactory.

The square in Fig. la outlines the operating area for

the four cryotrons connected in a circuit and biased from a common

source. The lower horizontal leg of the square is the current re-

quired to switch the maximum resistance into a cryotron and the

left vertical leg represents the amount of gate current available as
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a control current. The control current transitions for 95 percent

full resistance of each cryotron are shown in Fig. lb. It may be

seen that the area does not allow any margin of safety for either

an overdrive in control current beyond the point at which 95 percent

of the full resistance is achieved, or variations in the bias setting.

Although the reproducibility will allow for multiple operation, it

would not be sufficient for reliable high-speed circuit operation.

CRITICAL CURRENTS OF TIN AND INDIUM FILMS

The dc critical currents were measured for a number of tin

and indium films. The experimental values are compared with the pre-

dicted values calculated from a simple model for a thin film based op

the London field and current distributions. The maximum current

density at the surface of a gate film above a superconducting ground

plane is I
gJmax - W 1 coth P3t,(1

where j = maximum current density at the film surfacemax

(amp/cm 2),

Ig/Wg = critical gate current per unit gate width (amp/cm),

P = the reciprocal effective penetration depth (cm - 1 ) ,

t = film thickness (cm).
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Eq. (1) has been derived previously4 in essentially the same form

based on the critical current density switching hypothesis. The

critical current density switching hypothesis assumes switching

when b

j = P H, (2)
max c

b
where H b  critical field of the bulk material. Hence, Eq. (1)

becomes
Ig 1

Hb tanh Pt (3)
w H b

The symbols for Eq. (3) are the same as those for Eqs.

(I) and (2). Eq. (3) states that the ratio of the critical current of a

thin film to the critical current of a thick film should be tanh Pt.

The experimental results for a number of tin and indium

films are compared with Eq. (3) in Fig. 2 and 3. The critical

current for these films is defined as the gate current that produces

the smallest detectable voltage across the film network as the film

becomes normal. The smallest detectable voltage is in the range of

0.1 to 0.5 microvolt and represents a resistance of 10 - 5 to 10 - 6 ohms.

The effective penetration depth values as inferred by

5
W. B. Ittner were used for the calculations of Eq. (3) and all the

other necessary calculations. The experimental results were taken
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from a large number of films chosen at random from those produced

in conventional evaporators.

The results shown in Fig. 2 for tin films seem to have a

trend that is in qualitative agreement with those predicted by Eq. (3).

The results for indium in Fig. 3 also have the trend predicted by

Eq. (3), but the values are smaller than those of tin.

It is not expected that the experimental results would be

those predicted by Eq. (3) because of the number of broad

assumptions in the critical current density switching hypothesis,

such as the current distribution in a film and the manner in which

current switching occurs. Also some physical properties of the

films are not considered, such as grain size and irregularities in

the film dimensions.

GAIN CHARACTERISTICS OF CROSSED-FILM CRYOTRONS

The gain characteristics were taken on a number of

multiple-control unity-crossing crossed-film cryotrons. Cryotrons

with b:th tin and indium gates were evaporated in conventional

systems.
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The gain characteristics for these cryotrons were all

similar to those reported in the eighth quarterly Lightning report,

pages 18 and 20. There is incremental gain over a small range of

gate currents at lower temperatures. The range of incremental

gain, however, is so limited that these cryotrons would be impossible

to operate if interconnected. Though the gate material characteristics

of indium were good, the gain characteristics were still unsatisfactory.

The static gain of a number of crossed-film cryotrons is

plotted in Fig. 4 as a function of Pt. The static gain is the ratio of

the intercepts of the crossed-film cryotron gain curve and the current

axes. The gain has been discussed previously4 and will be repeated

in part below. The gain of a crossed-film cryotron is

G = II,(4)
Ic

where I is the critical gate current with no control current, andg

Ic is the control current to switch the gate in the absence of gate

current.

The gain may be expressed in analytical form with the aid

of the London theory. The critical current density switching hypothesis

is used to establish the dependence of critical gate current on nor-

malized gate thickness (Pt). London's free-energy approach is used
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to relate the critical control current to the critical field of bulk

and Pt. With these assumptions, the gain expression is

b
W H

G = 9 tanh Pt , 5

Wc Hf
c

where G gain

W g/W - ratio :f the width of the gate to the width of

the control

HbHc = ratio of the bulk critical field to the film

critical field

= 1/ X the reciprocal effective penetration depth

t = film thickness.
6 b f

The Londona free-energy relation6 for Hc/Hc is used in

Eq. (5) to produce the normalized gain expression of Eq. (7). Eq. (6),
f b

the ratio H /Hf , has been developed from the London relation

neglecting surface energy considerations. The development of Eq. (6)

has been previously 7 shown to be

f b1
H/H b

c c

I" Z tanh -(
3T2 (6)

Inserting Eq. (6) into Eq. (5), the normalized gain becomes

G = tanh Pt I - t 2'.7
!(7)



19

The expected results calculated from Eq. (7) are plotted

in Fig. 4. The experimental results from a number of tin crossed-

film cryotrons are compared with the expected results in Fig. 4. The

experimental results are in qualitative agreement with the expected

results but are generally 30 to 40 percent lower than the predicted

values. The discrepancy is not extremely large when considering

the limited accuracy in the experiments and the broad assumptions

used in deriving the analytical expression.

It is believed that the results in Fig. 4 may give some

useful information for the design of cryotron circuits using crossed-

film cryotrons.

CONCLUSIONS

Indium produced in the conventional device systems was

satisfactory for device work, while tin from the same systems

suffered from the "edge effect." Indium characteristics are repro-

ducible from independent evaporations, but the variations in control

line width were too large to make cryotrons with characteristics

acceptable for high-speed circuit operation. The characteristics

of tin from a single evaporation are reproducible, but the broad

magnetic transitions of the tin when deposited on unheated substrates

I
.I
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reduce the margins of safety for satisfactory circuit operation. The

characteristic gain curve of a crossed-film cryotron is still neither

predictable nor reproducible. Furthermore, it does not provide

incremental gain greater than unity over an adequate current range,

with equal gate and control widths. The gain values of a crossed-

film cryotron seem in qualitative agreement with the gain values

predicted by use of a simple theory involving the London field and

current distributions.
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ABSTRACT

It is necessary to understand the static thermal properties

of cryotron gates before one can predict the limitations associated

with dissipative heating of a complex cryotronic computer. An experi-

mental program has been conducted to determine the thermal proper-

ties of isolated and of thermally coupled gates. All experiments re-

ported in this paper were performed on tin gates evaporated onto glass

substrates.

The total thermal conductance, K, of a gate is defined,

and experimental values of K are presented as a function of power

and gate geometry. An analysis of the heat flow is given, based on

temperature-dependent coefficient of heat transfer. Theoretical values

of K and temperature distribution are derived. The theory qualita-

Itively predicts the temperature variation. Finally, the results are

extrapolated to estimate the number of cryotrons that can be used

safely in a thermally coupled system.
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I INTRODUCTION

I
i Thin-film superconducting components offer a means of

realizing a computer capable of high speed and low dissipation

I operation with large packing densities. While the temperature rise

I produced by the expected low dissipation may be insignificant to

I devices operating at room temperature, this same rise may have a

profound effect on the operation of a superconducting device,

I operating at liquid helium temperatures. The penetration depth of

I a magnetic field into a thin superconducting film is a function of

I temperature and therefore inductance (and hence switching time)

and cryotron gain will vary with temperature. In order to insure

satisfactory operation, the ambient or average temperature rise of

a plane of circuitry must be kept below a specified value.

The factors determining the temperature rise are the

average power dissipation in the individual cryotron circuits, the

thermal coupling between cryotrons, and the heat transfer between

Ithe plane of circuitry and the helium bath.

In an earlier work, Ittner, 1 using a relatively simple

model, calculated the limit on the number of cryotrons per substrate

imposed by dissipation during the switching operations. The model

I assumed an isothermal plane of circuitry and a dissipation based on

I
I
I
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very high frequency operation. At the time of his writing, the only

data available on the heat transfer process from a substrate to a

liquid helium bath were results of preliminary experiments per-

formed at IBM and published data on the heat transfer between

metallic surfaces and Helium I.

It is the purpose of this paper to report on an investigation

of the static thermal properties of evaporated thin-film cryotron

gates* on glass substrates. The heat transfer between the gates and

a Helium I bath is studied. Using the results of the study, it is

possible to estimate cryotron packing densities in terms of a limit

on the ambient temperature rise, electrical properties, frequency

and duty factor, and geometry. An estimate is also given for the

relative gain in packing density resulting from the use of high

thermally conducting substrates.

The dynamic thermal behavior of cryotron circuits

operating at high repetition rates is the subject of another study.

The results 2 have been presented in the literature. It was shown

that when the electrical switching speed is faster than the thermal

response, the gate temperature increases by an amount almost

proportional to the average power dissipated, and is practically

Gates are usually the only dissipative elements in cryotron circuits.
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I
independent of time. This justifies using the static thermal

properties to determine the limitations of a computer operating

at high frequencies.

In an earlier report on the thermal properties of cryotrons,3

a coefficient of heat transfer to a Helium I bath was determined by

substituting data obtained from measurements of the temperature

distribution across a glass substrate into a linear one-dimensional

model, assuming a constant heat-transfer coefficient. The exponential

I character of the temperature distribution was predicted by the linear

theory, but the heat-transfer coefficient was lower than published

values 4 for the transfer of heat from a metallic surface. Using a

model with a temperature-dependent heat-transfer coefficient, h,

it is shown that h may be as large as the published values in the

vicinity of the gate but falls to the magnitude of values previously

found at positions distant from the gate.

An attractive method for reducing the thermal problem

would be to operate at temperatures below the K point of helium

(2.2 0 K), and take advantage of the very large heat-transfer coefficient

obtainable with superfluid helium. Unfortunately, the refrigeration

problem becomes very difficult below the X point. Also, to keep

the current levels from getting prohibitively high, it would be
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necessary to use new gate materials with low critical temperatures.

The immediate problem therefore is to study the thermal limitation

associated with a computer operating at Helium I temperatures.

TOTAL THERMAL CONDUCTANCE OF AN ISOLATED GATE

Let us now consider the static thermal properties of a

cryotron gate evaporated onto a substrate and immersed in a liquid

helium bath. The total thermal conductance, K, of the gate relates

the ambient temperature rise, ATav, to the average power, Pave

dissipated in the gate. This conductance is defined in Eq. (1):

watts Pav
K ( Kelvin - AT (A1 )

The conductance, K, depends on the bath temperature,

the temperature rise of the gate and its surroundings, the con-

ductivity and geometry of the substrate and of all films between the

gate and the bath, the coefficient of heat transfer at each interface

surface, and the gate geometry. Most of these thermal parameters

are virtually unknown and must be determined experimentally.



31

I
A photograph of the sample used in the measurement of

K is shown in Fig. 1, and a cross-sectional view of the film layers

is shown in Fig. 2. The sample has a lead (Pb) film ground plane

covering most of the glass substrate. Twelve tin film gates are

evaporated over the ground plane. Silicon monoxide (SiO) is used

as the insulating material and lead (Pb) connecting lines are used.

Five gates are 0. 0106 inch wide and vary in length from 1/16 to 5/16

inch. Four gates are 3/16 inch long and vary in width from 0.0045

to 0.0315 inch. The last three gates vary in length and width but

have approximately the same area.

The total conductance of each gate was determined as a

function of the power dissipated in the gate. The thermal hysteresis

method of measuring K was used. This method has been described

previously. 5 Briefly, it consists of running gate thermal hysteresis

loops at various bath temperatures. K is then the ratio of the power

dissipated to the temperature difference between the superconducting-

to-normal and normal-to-superconducting phase transitions at each

gate-current level.

The results of the experimental measurements of K are

shown in Fig. 3, 4, and 5. These curves are the mean values for

several runs on three samples. A ty l ical scattering of points is
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shown in Fig. 6. The spread of points is about 25 percent in the

worst case. The reasons for the spread are general fabrication

differences between samples, the inability to measure temperature

differences accurately by the hysteresis method, gate width

variations, and irreproducibility of critical current measurements.

Figures 3 and 4 indicate that for a specific power per unit

area dissipated by the gate, K varies almost linearly with length

and width for fixed width and length, respectively. The area was

not constant, however, for the "constant area" gates. The error

was caused by oversized masks used during the evaporation process.

The calculated K and measured power were "corrected" by multi-

plying each by the ratio of desired area to the actual area. While

the curves of Fig. 5 are fairly close to each other, it is to be noted

that the narrow gates have a somewhat larger K. This will be

discussed in more detail later. From Fig. 3 and 4, it can be con-

cluded that K varies linearly with gate area (for fixed power

densities), and the following equation is postulated to describe the

total thermal conductance:

K - - fAg h (2)a T

I *
It is thought that this method can determine temperatures to
within about 10 millidegrees.
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A is the geometrical area of the gate, and the product

fAg is the effective area over which heat is transferred to the bath,

and h is the coefficient of heat transfer to the helium at the gate

temperature. In most experiments for determining h, a simple

geometry is used and the heat flux enters and leaves through a known

area. In the present experiment, the situation is very complex since

the heat flux is generated in the gate but returns to the bath over

portions of the entire substrate. Because of this complication, the

f"averaging" factor f must be included.

The factor f can also be associated with h and the

product fh expressed as

P/Ag q
1 h =L. (3)

fh AT A T

The power density q was determined by gate resistance

and current measurements. The measured temperature rise AT

was averaged over all 0. 0106-inch gates on three samples, at specific

values of q. Figure 7 shows a plot of the average q-AT plane.

The average values of fh can then be determined as a function of

the temperature difference by using Fig. 7 and Eq. (3). The result

is shown in Fig. 8. The bath temperature was varied between 3.55

and 3. 76 0 K for the points plotted in Fig. 7 and 8.
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The product fh will now be separated so that we may

determine the coefficient of heat transfer h. In order to do this,

it is necessary to calculate the theoretical temperature variation

across the substrate.

TEMPERATURE DISTRIBUTION

A one-dimensional analysis will be used to determine the

space variation of temperature. The mode] used is shown in Fig. 9.

The temperature drop across the insulating films is neglected.*

The ground plane and substrate are replaced by an equivalent sub-

strate having the same thickness as the glass but twice the conduc-

tivity.

The static temperature distribution along the bubstrate

is governed by

d zT(x) 2h (AT) AT(x) (4)

dx 2  k6

This assumption holds for glass substrates but may be invalid

with sapphire or aluminum.

** The product of the conductivity and the thickness is approximately
the same for the superconducting lead ground plane and the glass
substrate for liquid helium temperatures.
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where x is measured as the distance from the edge of the gate,

k is the thermal conductivity of the equivalent substrate, and 6 is

the thickness of the glass. Let us assume that the transfer coefficient

can be described as

h h AT 0 ) ) , (5)

where h0  corresponds to the transfer coefficient at the temperature

difference AT(O) and m is an exponent to be determined. The

motivation for this particular choice of temperature dependence was

based on the variation of fh with temperature indicated in Fig. 8.

Since three distinct transfer processes are indicated in Fig. 8, it

is assumed that the transfer coefficient will have the three ranges:

h0 AT(0)AT M for AT > 73 millidegrees,

h h( AT ;

h2 = ho AT() for 49 < AT < 73 millidegrees,

(( AT )

h = h AT(0) for AT < 49 millidegrees.

The change from process h1  to h2 will occur at

distance xb 1 and the change from h2 to h3 will occur at Xb2.
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A piece-wise solution to Eq. (4), under the conditions

that the temperature at the gate is AT(O), AT(co )-0, and that

the temperature is continuous at xb and Xb2, is given as:

for 0 < x < x
b

r2 h -2.- 2 0 m--n
X1

= I e k6A T k 6

AT(0) I ,(6)

for Xb2 < Xbl

-2

AT 0.073 (x - Xb) (7)
AT(0) AT(0) 1 +

2 +

and for x > Xb
b2

-2
2ho m3

AT -0.049 + F"k (xb2 (8)
AT(0) -AT(O.) (x O)49(8)



46

where h0  is the transfer coefficient at AT(O),

ho is the transfer coefficient at 0. 0730 K, and

h is the transfer coefficient at 0. 049 0 K

The positions xb and xb are given by

b I ___ =

and

xb .-- L ( + 1 1Oo~o]-i (10)
2 2h0' m, n". / 004

Eqs. (6) through (10), together with the fact that the gate

itself is isothermal at temperature difference AT(0), describe the

space variation of temperature. We will now determine the total

thermal conductance.
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THEORETICAL K

The heat-balance equation under static conditions is

given by x

21 h0  m 1 +1
Pav Agh 0 AT(0) + AT(O) m J A'x)] dx

0

x b
2

+ 0  AT (x 2 dx
4T(O)M? )

x1

4h" 1 n J[00 ) m +x
0 m3T (Tx) 3dx

AT(0)
x b

+ th 0 [w + 2xb] AT(xb,)

In writing this heat-balance equation it has been assumed

that a gate I units long and w units wide is on a substrate that

extends infinitely in the plus and minus x directions. The first

term on the right-hand side of Eq. (11) describes the heat transferred

from the gate directly to the bath. The second and third terms
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describe the heat transferred from the top surface of the substrate

in the region 0 < x < xb. The fourth term describes the heat

transferred from the upper and lower surfaces of the substrate for

x > x b. The last term describes the heat transfer from the

lower surface of the substrate in the range covered by the gate

and extending to * x . It is assumed that the substrate area

below the gate is not isothermal in the y direction and that the

temperature along the lower surface of the substrate in this region

is AT(xb ) -49 millidegrees.
3
Eq. (11) can be put into the form

Pf

A h= fh ( 12)

Using Eq. (6) through (11), and the measured values of

fh given in Fig. 8, we can determine, after a laborious calculation,

the exponents mi, m 2 , and m 3  and thus the values of h

and f. The results are shown in Fig. 8 and 10 respectively.

In Fig. 11 and 12, theoretical temperature distributions

are shown to agree fairly well with the experimental results pre-

6
sented in an earlier report. It is to be noted that the first experi-

mental point in all cases is always at a higher temperature than the

theoretical value. This is a consequence of the one-dimensional
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approximation. Some recent work 7 on a two-dimensional model has

shown that the temperature along the top surface of the substrate, for

a distance equal to the substrate thickness, is higher than the one-

dimensional model predicts. At greater distances the substrate be-

comes isothermal in the y direction and a one-dimensional model

predicts the same variation as the two-dimensional model.

The theoretical temperature distribution can be fitted to a

first-order approximation with a straight line in the semi-log plots

shown in Fig. 11 and 12. The slope of this line is given approximately

as
h 0

a 3 (13)
k6

Since h" is equal to 22 mw/°K cm 2 , the slope indicated

would correspond to an apparent transfer coefficient of about

7 mw/ K cm 2 . For the results indicated in Fig. 11, the

transfer coefficient at the gate itself is 0. 240 w1°K cm 2 . However,

an estimate from the slope of the distribution curve would indicate

an apparent transfer coefficient that is about 1/32 of the value at

the gate.

This brings to focus the earlier dilemma of the very low

coefficient of heat transfer determined from the original thermal
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experiments. The difficulty is that a linear analysis was formerly

used and this method cannot describe adequately this nonlinear

problem.

COEFFICIENT OF HEAT TRANSFER AND EFFECTIVE GATE AREA

Let us now consider in more detail the heat-transfer

coefficient and the ratio of the effective gate area to the actual area.

The coefficient of heat transfer usually is found by measuring the

temperature rise of a body when a known heat flux is constrained to

flow through a given cross-sectional area into a liquid bath. The re-

sults are plotted in a curve of transfer coefficient versus temperature

4
rise for a constant bath temperature. Grassman has published such

curves for the transfer of heat from a metallic surface to a liquid

helium bath. One of his curves is reproduced in Fig. 8. Additional

studies 8 of the heat transfer to a liquid helium bath are currently under-

way. It is obvious that the resultant h calculated in this present

paper is far from the values previously determined. Three major

factors must be considered when comparing the transfer coefficients:

the nature of the surface over which the heat transfer takes place, the

analytical results used to separate h and f, and bath-temperature

variations.
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The path that the heat flux must follow after leaving the

gate is through layers of SiO, along and through a Pb layer, through

glass to the liquid helium and from SiO to liquid helium. Therefore,

the surfaces in direct contact with the helium are glass and SiO. As

yet we have not made controlled experiments, such as those run by

Reeber and Grassman on a metal to helium transfer, for a transfer

from SiO and glass to helium. Reeber plans to investigate the trans-

fer from various materials to liquid helium.

The second difficulty in comparing heat-trantifer coefficients

is that the values presented in the literature are obtained by direct

measurement, whereas the values presented in this paper are

determined by applying an analysis to the measurements. As pointed

out before, the transfer coefficient cannot be measured directly for

a gate since the heat flux does not enter the bath through the same

cross-sectional area as it enters the gate. The product of the area

spreading factor f and the coefficient of heat transfer h at the

gate is measured directly. It is interesting to compare the product

fh with Grassman's result. From Fig. 8 it can be seen that order

of magnitude agreement is obtained for low-temperature differences,

but the transition to a more efficient heat-transfer process occurred

at a much lower temperature difference than found by Grassman.
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It is to be expected that fh would be closer to the measurements

made for simple flux patterns, since by using the f factor we are

in effect replacing the complex pattern of heat flow by an effective

isothermal area. In order to calculate the temperature distribution

across a nonisothermal substrate, it is necessary to use the

temperature variation of h, not of fh, and we must therefore

separate the product.

Fairly good agreement between the analytical temperature

distribution and the measured distributions, was obtained by using

the calculated heat-transfer coefficient. It is to be noted, however.

that the theoretical distribution is determined primarily by the

transfer-coefficient values for low-temperature differences (<49 m°K).

In this region of temperature difference, the heat-transfer coefficient

is less than 22 mw/ 0 K. No value this low has been obtained in any of

the metal-to-helium measurements. Theoretical temperature distri-

butions calculated by using transfer coefficients in the range found

for metal to helium do not agree at all with the experimental values.

The role of the higher heat-transfer coefficients (for

temperature differences >49 r°K) is to shift the positions XbI and xb,

at which the heat-transfer process changes. For a particular gate,

this determines how the distribution varies with power level. The
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theoretical prediction was in the right direction for all cases for

which the calculation was attempted.

The third problem involved in comparison of heat-transfer

coefficients is that the bath temperature is not constant during the

measurement of fh. Although the bath temperature is varied less

than 200 m0 K during the experiment, the effect on the heat-transfer

coefficient can be quite large. Unfortunately, it is necessary to vary

the bath temperature when using the gate thermal hysteresis type of

measurement. One method of keeping the bath temperature fixed

while determining K is to vary the width of the hysteresis loop by

running transitions in the presence of an external magnetic field.

This method will be incorporated into future tests. The present

results, therefore, are to be interpreted as an average value of h

for bath temperatures between 3.55 and 3. 75 0K.

Another effect which makes comparison of heat-transfer

coefficients difficult, although it can change h only by a factor of

two, is the orientation problem: A sample located horizontally at

the bottom of a container will have a higher heat-transfer coefficient

than a vertically mounted sample.

At present, in view of the fairly good agreement between

the measured and calculated temperature distribution, it is



recommended that the nonlinear heat-transfer coefficient h shown

in Fig. 8 be used in calculations. It must be kept in mind, however,

that these values have yet to be verified.

The ratio of effective-to-actual gate area was shown in

Fig. 10. In the temperature distribution experiments, the power

dissipated in the gate was high enough to raise the gate temperature

approximately 80 m 0 K. Therefore, the value of f was of the

order of two or less. A plot which is useful in determining the

heat-transfer coefficient at the gate for fairly high-temperature

rises encountered is shown in Fig. 13. This curve emphasizes the

high-temperature difference range; it is to be noted that for a given

power density in this range, h and hf are fairly close.

Grassman's curve is seen to give order of magnitude agreement,

although his value of h does not vary at the rapid rate shown by

the other curves.

Figure 10 indicates that the ratio of effective-to-actual

gate area increases for narrow gates. The reason for this is that

the effective area can be described as

Aeff = I [w + c ( T)I , (14)

where e accounts for the spreading of heat flux into the substrate.
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Therefore, as w is increased, the effect of e is decreased.

This explains why, for a constant area, the gates of narrow width

have a larger K. This result was shown in Fig. 5. There is a

correction, similar to E, for the length of the gate. However,

since the gates are all relatively long, the correction is negligible.

The ratio of effective to actual area approaches unity as the

temperature 4T(O) is raised.

The temperature rise of a gate can be given as

Jps

AT = , (15)
h0 (I +

where p is the resistivity per square of the gate and J is the

density of the current flowing in the normal gate. If 3 represents

the critical current density of the gate, then the selection of a narrow

gate will minimize the temperature rise. This effect was observed

during the experiments. Therefore, a "sense" gate which is

usually operated with a fairly high average current should be made

as narrow as possible to prevent thermal latching.
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THERMAL CALCULATIONS FOR CRYOTRON SYSTEMS

An exact calculation of the behavior of a thermally coupled

cryotron system is very difficult because of the nonlinear nature of

the problem. It is possible, however, to investigate two extreme

cases, the "loosely coupled system" (cryotrons widely spaced on a

substrate with low thermal conductivity) and the "tightly coupled

system" (closely spaced cryotrons placed on a substrate of very

high thermal conductivity). The loosely coupled system is treated

by linear methods, but the entire system is treated as an isotherm

for the tightly coupled case.

Ittner I has considered the isothermal case and has

estimated cryotron packing densities based on the dissipation

resulting from the operation of multiple cryotron switching loops

at very high switching rates. We will repeat Ittner's analysis for the

tightly coupled case and will consider a range of operating frequencies.

The heat balance shown in Eq. (11) reduces, for the case

of an isothermal substrate, to

P ay = h0 A T( 0 ) [Ag + (As-Ag) + As]

= ZAsh0 AT(O). (16)
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The maximum number of identical cryotrons, each

dissipating P , that may be placed on the infinitely conducting! av

substrate, before the temperature rise exceeds aT(O), is given by

n., Zh0 aT(O)= (17)
As Pav

2

It was shown that the average power dissipated in a

cryotron flip-flop, with electrical time constant T e driven with

a square wave at frequency f, is

2

2 exp-2 fT

p = I RfT( e 2 I (18)
exp -)

fT

where I is the working current and R the gate resistance. The

average power dissipated when the flip-flop is driven at a duty cycle

T df is given by:

2 Td
1- exp-

p I? 2 RT f e ,(19)
av 2 / + Td ) 2I+ exp- T e

S de

where T dis the length of time that the gate is resistive.
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Then following Ittner,* if we introduce the field H

in oersteds associated with current I, and the gate surface

resistivity ps (resistivity per unit gate thickness), the average

dissipation is given as

H2 psAg D 1 - exp- 2 (

2 (. 4w)2  y (1 + exp - y) 2

T D
where y = - = ,. ; D = Tdf

e e d

The normalized cryotron density is plotted as a function of

normalized frequency, I/y, in Fig. 14. Note that for large values

of l/y (high frequency), the average power and hence the number

of cryotrons tends to limit.

Typically, H may be of the order of 50 oersteds for tin,

and p may be 0.02. Tables I and I illustrate some cryotron

densities that are obtainable in the tightly coupled case for several

maximum ambient temperature rises, gate areas, and frequency

parameters. The approximate change in H associated with each

temperature rise is included in the table.

* There is a difference of two in average power calculated from

Eq. (20) for infinite frequency. This comes about because Ittner
chooses a loop with four gates while Eq. (20) applies to a loop
with two gates.
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Table I - Cryotron Density with an Infinitely Conducting Substrate

(Gate size - 0.01 x 0. 001 inch)

Electrical Number of cryotrons per square inch of substrate area, n,/A
Fre- tim e Duty .. .... . ..

quency constant factor AT-0.0115 K AT=0. 040K AT=0. 060'K A'T-O. (JHO K
f, cps T, sec D A,- oersteds A11:6 ujrstedb AH--9 uerstedh AH-IZ uerstvd.

109  10- 9  0.01 542 1815 6,640 51,700

109 10 - 9  0.10 54.2 181.5 664 ',170

109 10 - 9  0.50 11.05 37.0 136 1,059

10a 10 - 9  0.01 542 1815 6,640 59,700

108  10 "9  0.10 59.0 197 720 5,620

108 10-9  0.50 27.1 90.5 333 2 590

108 5 x 10.9  0.01 542 1815 6,640 51,700

108 5 x 10 " 9  0.10 54.2 181.5 664 5,170

108 5x 10 "9  0.50 11.8 39.4 144.5 1,125

106 10 - 9  0.01 2710 9060 33, 000 259, 000"

106 10 "9  O.10 L710 9060 j, 000 259,000*
106 10 "9  0.50 2710 9060 33,000 259,000*

106 5 x 10- 9  0.01 707 2360 8,700 68,000

106 5 x 10-9  0.10 541 1000 6,800 51,600

106 5 x 10-9  0.50 541 1800 6,800 51,600

Since this number would represent an area greater than one square Inch of substrate area,
it is unrealistic.
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'Table II - Cryotron Density with an Infinitely Conducting Substrate

(Gate size - 0. 10 x 0. 01 inch)

Electrical Number of cryotrons per square inch of substrate area, n./A.

Fre- time Duty .-.- - .
quency constant factor AT=0. 215"K AI=O. 040K ATO'0. 060 K AT0. 080°K

f. cpM 7e , sec D At :i uersteds Alt6 oertteds AtI9 utr!teds Aill oerbted!

109 10- 9  0.01 5.42 18.15 66.4 517

109 10-9  0.10 0.54 1.81 6.64 51.7

109 10- 9  0.5 0.11 0.37 1.36 10.6

108 10-9  0.01 5.42 18.15 66.4 517

108 10-9  0.10 0.59 1.97 7.20 56.2

108 10-9  0.50 0.27 0.905 3.33 25.9

108 5 x 10-9  0.01 5.42 18.15 66.4 517

108 5 x 10-9  0.10 0.542 1.815 6.64 51.7

108  5 x 10-9  0.50 0.118 0.394 1.45 11.25

106 10- 9  0.01 27.10 90.6 333 590*

106 10-9  0.10 27.10 90.6 333 2590*

106 10-9  0.50 27.10 90.6 333 2590*

106 s x 1O 9  0.01 7.07 23.6 87.0 680

106 Sx 10- 9  0.10 5.41 18.0 68.0 516

106 5 x 10- 9  0.50 5.41 18.0 68.0 516

See note in Table I.
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Several conclusions can be immediately drawn from the

tables. The packing density can be appreciably increased by:

1. using small area gates,

2. designing circuits to allow for suitable operation

with high ambient rise,

3. using low duty factors.

These recommendations are all fairly obvious and the tables

or Fig. 14 can be used to estimate the weight of each conclusion. It

is also obvious from the results that there is practically no thermal

limit on the density for low-frequency operation, if moderate ambient

rises are allowed.

Let us now consider the effect of using substrates, such as

glass, which have a relatively poor thermal conductivity. In order to

investigate this problem we will approximate the system of coupled

cryotrons as a linear system. To insure some reasonable degree of

accuracy, we will assume that the temperature rise of a particular

cryotron, due to heating of its closest neighbor, is one tenth of the

temperature rise caused by its self-dissipation. This places some

severe restrictions on the problems that we can consider.

Let us replace a complicated array of cryotrons by a chain

of parallel gates and assume that we can determine the temperature
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rise due to the thermal coupling by imposing linearity. That is, the

transfer coefficient at a particular gate is determined by the power

dissipated by only that gate. Under these conditions, the temperature

rise of each gate is described by the system

AT1 K K................
11 12 In

1 -. . (Z )

KT"R- K p
n nl nn n

Ki is the total "self-conductance" (previously referred

to as K), Kij is the "mutual conductance" between gates i and

j, and P. is the power dissipated by the i t h gate.1

The self-conductance can be approximated by the equation

Kii Ki hOAg (N + A I k 0 (22)
w

where M and N are functions of the temperature rise. M and

N are shown in Fig. 15. It was mentioned earlier that the tem-

perature distribution may be approximated to a first order by the

form

4W= T(O) exp -L x ( 23)

I
I
I
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where L is a number less than unity. Eq. (23) may then be used

to determine the mutual conductance as

2h"
= . exp - L dij (24)

Kij Kii k6

where d.. is the distance between the i t h and the jth gates.Ij

Eq. (24) describes the matrix elements in Eq. (21).

If we assume that the gates are identical, equispaced, and

that each in dissipating power Pav and has conductance K, the

temperature rise of a particular gate is given as

AT K 1 + exp- d+ exp- 2 - d +

+ exp- nL k d (25)

For large n, Eq. (25) becomes

p p
5T av av (26)

K ( -exp- L Fi d) Keff
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Eq. (22), (26), and (17) and the definition

A As '

n + 1 = , n , (27)Id

where n is the number of gates for the loosely coupled case, can

be combined to express n in terms of n as

n/A. (N M~ ,f12- )(exh 0 d). (28)n,,/A s  (N 7 -d ) (I - exp- L Ak6

The reduction of cryotron density brought about by usingi

low conductivity substrate is shown in Fig. 16 as a function of sub-

strate conductivity. The spacings indicated are chosen so that the

linearity criteria will not be violated at a conductivity of

0. 030 watt/°K-cm.

It is possible to decrease the spacing and still have an

accurate description of n/n.o at low conductivity. Table III shows

the maximum densities that can be described by the linear theory

for a conductivity of 0. 001 watt/°K-cm (glass).
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Table III - Reduction in Cryotron Density for Glass Substrate

(k = 0.001 w/ K-cm)

d min n/n.

T(O), OK cm gate width = 0. 001 inch

0.040 0.25 0.353

0.060 0.23 0.186

0.080 0.19 0.053

Table III indicates that with a glass substrate, it would

be possible to safely use about one fifth as many cryotrons as a high-

conductivity substrate would permit, allowing for moderate

temperature rises, but about one twentieth if we are to allow higher

increases in ambient temperature. The percent decreases as the

restriction on temperature rise is relaxed, because the ultimate

value, n , increases very rapidly with AT.

Figure 16 shows that the cryotron density increases with

increasing substrate conductivity and, for fairly wide spacing, that

the number of cryotrons on a substrate with a conductivity of

30 mw/°K-cm (supe rconducting niobium) and with a moderate

temperature rise is about one fifth of the ultimate value. It
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also shows that the percent of the ultimate number can be increased

by using wider gates; however, as shown in Tables II and III, the

decrease in the ultimate number , noo would be much too severe

to be of any good.

Just how high a conductivity is required to approach the

ultimate number of cryotrons? To get an approximate answer to

this question, let us return to Eq. (26). The effective conductance

can be expressed as

Ke hAN 1-exp -L j; d

+ hA M I - exp- L k d (29)
2 0

The second term in Eq. (29) describes what may be cafled

the substrate component of the effective conductance. A plot of this

term is shown in Fig. 17. This term clearly tends to saturate and

it reaches about 95 percent of its final value when

I k6 I
L 2" = 10. (30)

h0
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If we assume a value of " L2 = 0.[007 /--crn,

J sLI)- t'tt thicktess and lmcing of 0. 1 (111, Wo find that tit 95

pOLrCeCt point occurs at a conductivity of about 0. 150 w/K-L- cm.

A better assumption in ight be that the substratt! tcrnperaturte is near

the gate temperature. Table IV lists thte conductivity required to

reach 95 percent of tht saturation value for several temperatures.I

I Table IV - Approximate Values of Conductivity Required
to Produce Nearly Isothermal Substrate.

(- d 0.1 cim)

I iSf0K k, w/°K- m Posbible Material

0.0215 0. z0 AI,O; 11h

0.040 0.36 AI() ; Pbc

I 0.060 0.88 A1z0 3 ; Pb*

0.080 5.00 Al, Cu

I * Superconducting

I
Table IV lists the approximate values of k required to

I produce a fairly isothermal substrate and in this way to obtain cryotron

densities comparable with n. Note that if we operate with low or

I
I
I
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moderate ambient temperature rise, superconducting lead would

suffice as a substrate material. This is attractive, since the sub-

strate could also serve as the ground plane. Sapphire would also

suffice for a moderate temperature rise, and aluminum would be

required for the high ambient rise.

CONCLUSIONS

The following conclusions are made with regard to the

design of a cryotronic computer.

1. Miniaturization of cryotron dimensions contributes

greatly to the realization of high packing densities. Intuitive

geometric reasoning would lead one to this conclusion. Consideration

must be given, however, to the dissipative effects. Fortunately, not

only does the average dissipation per cryotron decrease in proportion

to the cryotron area, but also the ratio of effective to actual gate area

increases as the cryotron dimensions are decreased. Therefore by

using small cryotrons, the packing density can be increased while the

refrigeration problem is somewhat lessened. The spacing between

gates is governed by the permissible ambient temperature rise.
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I
I .Appreciable gains in packing density can be obtained

I by designing circuits that can operate in an environment with a fairly

large ambient temperature rise. 'In this way, with an increase in

temperature, the very nonlinear increase in the coefficient of heat

transfer to the helium bath can be utilized most efL'iciently.

I 3. Substrate materials having thermal conductivities of

the order of 1 watt/ 0 K-cm, or greater, at liquid helium temperatures,

are required for densely packed computers. This suggests using such

I materials as sapphire, aluminum, or copper.

I
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APPENDIX III

The Variation of Cryotron Critical Currents
as a Function of Trapped Flux in the Ground Plane

I A. E. Brennernann
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ABSTRACT

The dc critical currents of superconducting tin and indium

films were found to be a function of the azimuthal angle of the device

as it was immersed into the liquid helium. The dc critical current of

one sample was reduced from its maximum value by a factor of two

when the ground plane was normal to the horizontal component of the

external field. It is believed the critical currents are reduced by flux

trapped in the ground plane as it becomes superconducting. The

critical currents are independent of orientation once the sample is

immersed in the helium. This paper describes the experiment and

discusse thie results.
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I
I INTRODUCTION

I
The dc critical currents of superconducting tin and indium

I films, above a lead (Pb) ground plane, have not been reproducible in

all experiments when the films were repeatedly immersed into a con-

stant temperature helium bath. In some instances the critical current

of a film varied as much as two to one between successive immersions.

I Tl.c purpose of this experiment was to observe whether a magnetic

field at the surface of the helium, such as the earth's field, could be

j a cause of the irreproducible critical currents. Part of the experi-

ment was to produce an external field in addition to the earth's field

at the surface of the helium and observe the critical currents.I
I EXPERIMENTAL PROCEDURE

I The dc critical currents of three samples, each with four

I films of superconducting tin or indium above a lead (Pb) ground plane,

were measured between repeated immersions of the films into a con-

i stant temperature helium bath. The azimuthal angle of each sample

was changed in angular intervals of 45 degrees between immersions

I for a full rotation of 360 degrees while the plane of the sample was

I!
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always vertical. The critical currents were recorded as a function

of the azimuthal angle.

The first experiment was performed with only the earth 's

field in the region of the surface of the helium bath, and a second

experiment was performed in the presence of an external field much

larger than the earth's field.

The dc critical current of a film is defined for this experi-

ment as the current that produces the smallest detectable dc voltage

across the film network as it just begins to switch from the super-

conducting to the normal state. The smallest detectable voltage is

in the order of 0. 1 to 0. 5 microvolt and represents resistances in

the order of 10- 5 to 10-6 ohms.

The results from the experimrents using the above pro-

cedure are given below.

RESULTS

Figure I shows the dc critical currents of four indium

films on a single substrate as a function of the azimuthal angle upon

irmnersion into the helium. Each experimental point is an average

of the critical currents of the four films on a substrate. The plane
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of the substrate was perpendicular to the angular position shown in

Fig. 1.

-- The results for the first experiment, in which only the

earth's field was present at the helium surface, are shown as the

outer curve in Fig. 1. The critical currents vary by a factor of

two as a function of rotation. The angular position, at which the

critical currents were a minimum, corresponds to the direction

of the maximum value of the horizontal component of the eairth's

field.

It is believed, from this experiment, that flux is trapped

in the ground plane as it is cooled below its critical temperature and

thereby reduces the film critical currents. The position at which

the ground plane reaches its critical temperature, about 7. 20 K, was

j in the proximity of the surface of the helium. The amount of flux

j trapped was directly proportional to the magnitude of the component

of magnetic field normal to the ground plane as it was cooled. The

magnitude of the horizontal field component would be a function of

the azimuthal angle and would be largest when the ground plane is

j perpendicular to the earth's field direction.

This experiment was performed on two other samples. The

results for these samples were very similar to those described above,
I

1~

I
1
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Figure I - The critical currents of an indium film above a ground
plane as a function of azimuthal orientation as the film is
immersed into the helium bath. The plane of the film is
perpendicular to the angular direction shown. The scale
is 50 ma per division and the reduced temperature
T/ T c = 0.89. The film wic'th is 0.009 inch wide and
approximately 8000 R thick.
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I
but the variations in the critical currents were not as large as those

shown in the outer curve of Fig. 1.

A second experiment was performed on the same sample

I as in the first case in which an external magnetic field, approximately

I five to ten times the magnitude of the earth's field, was applied in the

vicinity of the helium surface. The inner curve of Fig. I represents

the critical currents that were measured in the second experiment.

The critical currents were reduced by roughly a factor of five and

again the minimum critical currents occurred at the position at which

the horizontal component of the external field is a maximum. Also,

the ratio of the maximum to minimum currents is still two to one.

The results from these two experiments indicate that a

field-free region is necessary at the surface of the helium'bath in

order for the critical currents of superconducting films above a

ground plane to be independent of orientation. In one instance a

Ifield-free region was provided as the lead (Pb) ground plane was

cooled through its critical temperature. The sample was lowered

into the helium through the field-free region at the angular position

at which the critical currents would normally have a minimum for

I the presence of the earth's field. The resulting currents in this

angular position were equal to the maximum values obtained

I
I
I
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earlier in the presence of the earth's field. The experiment was

performed only once.

In all experiments, however, the critical currents were

independent of azimuthal rotation once the sample was immersed

in the helium.

The effect of the azimuthal orientation upon the critical

currents was briefly mentioned by D. Dumin in a departmental

reports File Memorandum, EMRc 395.

SUMMARY

The dc critical currents of superconducting tin or indium

film cryotrons are reduced by the amount of flux trapped in the lead

(Pb) ground plane. The flux is trapped in the ground plane in the

presence of an external magnetic field normal to the ground plane

as it is cooled below its critical temperature. The amount of trapped

flux is a function of the azimuthal angle between the ground plane and

the normal component of the external field. The critical currents

can be made independent of orientation if the surface of the helium

bath is in a field-free region.
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ABSTRACT

The equilibrium constants for the reaction of gaseous

I silicon monoxide with both oxygen and water vapor separately have

been computed from free energy data. The values obtained have

been used to determine the ratio of partial pressures of silicon

I monoxide and silicon dioxide which exist in the gas phase in

equilibrium with various partial pressures of the oxidizing gas.

By assuming that a gas phase interaction is predominant

when solid silicon monoxide is evaporated in an oxygen or a water

I vapor atmosphere, it is shown how these results may be used to

predict the composition of the resulting film. There is reasonably

i good agreement between predicted values and these found by exper-

imental analysis.[
I
I
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jINTRODUCTION
I

It has been known for a long time that the physical and

I chemical properties of evaporated silicon monoxide layers can be

altered appreciably by changing the evaporation rate, the total

pressure in the system, or the source-to-substrate distance. Thus,

Hass1 has described results which show that both density and ultra-

violet light transmission vary continuously with change in rate, and

he has also shown that "slow deposited" silicon monoxide films took

up far more oxygen on exposure to air than did "fast deposited"
2

silicon monoxide films. Hass and Salzburg concluded that only

monoxide was formed at higher evaporation rates and low oxygen

pressure while at lower evaporation rates and higher oxygen

pressures, infrared absorption bands corresponding to silicon

dioxide and higher oxides were found. More recently, Siddall 3 has

shown that the electrical properties of evaporated silicon monoxide

Ilayers also vary with evaporation rate, and attributes this variation

I to the formation of some silicon dioxide at lower evaporation rates.

i In an evaporation process, there are only two ways in

which the composition of the final deposit on the substrate can be

I altered:

I 1. reaction or decomposition in the molecular beam

before it reaches the substrate, and

!
I
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2. reaction in the solid state after condensation.

It is a little difficult to conceive of ways in which a solid

state reaction could be affected by changes in evaporation rate or by

alteration of source-to-substrate distance, unless the structure of

the film prior to reaction was a controlling factor. If, however,

reaction took place in the molecular beam between silicon monoxide

vapor and residual gas in the vacuum system, it is conceivable that

alteration of the source-to-substrate distance, pressure, and

evaporation rate (or molecular beam temperature) would cause a

change in the composition of the molecular beam striking the sub-

strate. This paper estimates the importance of a gas phase reaction

between oxygen or water vapor and the molecular beam of silicon

monoxide in controlling the composition of the final evaporated layer.

A comparatively large amount of data now exists on the

thermodynamic stability of silicon monoxide solid and the rate of

its disproportionation into silicon and silicon dioxide. The existence

of a fourth compound, Si 2 0 3 , has been suggested by Cremer, et al. 6, 7

The experimental data seem to imply that even if pure silicon

monoxide vapor was allowed to condense on a glass slide at room

temperature, the solid formed would not be pure silicon monoxide.

This is in direct contradiction to the work of Hass and Salzburg and
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also to some preliminary observations made in this laboratory in

which a material which appeared to be pure silicon monoxide was

formed by evaporation in a 10 - 7 mm vacuum. There seems to be

little doubt, however, that the final composition of the condensate

must bear some relation to the composition of the molecular beam

striking the substrate.

The composition of the molecular beam striking the

substrate is estimated by calculating the equilibrium pressures

of silicon monoxide and silicon dioxide in the vapor phase when

silicon monoxide reacts with oxygen or water vapor. Initially, it

is assumed that no silicon vapor is emitted from a source con-

taining either solid silicon monoxide or a mixture of silicon and

silicon dioxide, as suggested by the experimental observations of

Honigs and of Schifer and H~rnle. 9 It is shown later in the paper

that even if silicon vapor was emitted from the source, the equilibrium

in the oxidation of silicon to either the monoxide or the dioxide is

overwhelmingly against the existence of silicon vapor. It is also

assumed that no solid phase of either silicon monoxide or silicon

dioxide is formed in the molecular beam.

The calculations have been carried out in the temperature

range of 1300 to 1800 0 K. Estimates have been made of whether or
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not equilibrium conditions would be approached under typical

evaporation conditions.

REACTION WITH OXYGEN

Four possible reactions with oxygen are considered:

SiOlv ) + 1/2 02 = SiOlv) , (1)

siO2(v) = Si(v) + o ,  (2)

SiO(v) =Silv) + 1/2 0 ,  (3)

2 SiOlv ) = Si(v ) + SiOzlv) (4)

A free energy AF of any reaction is related to the

equilibrium constant, Kp, by the relation -AF a RT In K p

where R is the universal gas constant and T is the absolute

temperature.

Tables of free energy function of gaseous silicon monoxide

have been compiled by Brewer and Edwards 4 over a temperature

range of 900 to 2000 0 K, based on the recalculated data of Schifer

and H~rnle9 who studied the reaction at temperatures between 1336

and 1460 0 K. Using these values, the free energy change for the

reaction

SiO SiO(v ) + 1/20 2 (5)
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has been calculated by Schick. 10 In the temperature range 2000 to

3000 0 K this can be written AF = 173, 000 - 54. 2 T cal/mole.

This equation has, however, been used for extrapolation beyond

this lower limit. Similarly, for the reaction

SiO 2(l) SiO 2(v)' (6)

the relation AF = 127, 000 - 36. 0 T cal/mole is linear over the

range 2000 to 4000 K, but has been used in these calculations.

The two reactions (5) and (6) may be combined to yield Eq. (1);

thus the free energy change for Eq. (1) can be written AF =

-45, 800 + 18. 2 T cal/mole. Using the relationship RT In K P

-AF = 45, 800 - 18. 2 T, values of K have been computed for valuesP

of T ranging from 1300 to 1800 0 K and are shown in Table I.

Table I - Equilibrium Constants for Reaction

SiO(v ) + 1/202 S i0Zlv)

T 0K K-E 
1300 5.346 x 10

1 1400 1.50x 10 3

I 1500 5.00x 10 2

1600 1.915x 102

I 1700 8.147 x 10 1

1800 3.837 x I01

I
I
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It is realized that extrapolation of the free energy data to 1300 0 K

might produce an error, but it is not considered that this would be

significant. The equilibrium constant of reaction (1) can be written

K PSiO2(v)

PSiO(v) 
Z

where p denotes the partial pressures of the various components.

The equilibrium ratio of the partial pressures of silicon monoxide

vapor to silicon dioxide vapor can then be calculated for various

partial pressures of oxygen. Figure 1 shows how this ratio varies

with oxygen pressure from 10 - 4 to 10 - 7 mm at various temperatures

of the molecular beam between 1300 and 1800 0 K. A change occurs

in the PSiO(v) ratio when either temperature or oxygen
PsiO2 ()

pressure is changed.

The equilibrium constants of reactions (2). (3), and (4)

are shown in Table II.
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Figure 1 - Equilibrium ratio of partial pressure of silicon monoxide

vapor to partial pressure of silicon dioxide vapor for the

reaction SiO + 1/2 0 2 SiO 2 .
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Table II - Equilibrium Constants for Reactions

(2 SiO (v) ---- Si + 02
WC (v) 2

(3) SiO -- si + 1/20

(4) 2 S10 _ Si + Sio

(V) V- (v) 2 (v)

T 0K K (2) K (3) K (4)

1300 2.5x I0 - 22 1.3 x 1O " 1 8  7.1 x 10-15

1400 2.4x 10- 2 0  3.6 x 10 17  5.4x 10 1 4

1500 2.0 x 1O18 1. 0x 10-15 5.0x 10 1 3

1600 6.3 x 10- 1 7  1.2 x 10- 1 4  2.3 x 10- Z

1700 1.55 x 10 1 5  1.26x 10 - 1 3  1.02 x 10- 1 1

1800 2.5 x 10- 14 9.6 x 1013 3.7x 10- 1 1

K (2) was computed in a similar manner to that described aboveP

for reaction (1) and was used in conjunction with K p(1) to yield

equilibrium constants for reactions (3) and (4). Thus,

K p(3) K p(1) x K (2),P p p

K (4) K 2(1) x K (2).
P P P

By examining the values for K p(2) = (v) PO2 and

PsiOZ(v)
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K (3) = P(v) it would seem that under the conditions
PSiOv )

existing during an evaporation, i. e., SiO ( Ps 0 1(v) mm

and PO " 10-5 mm, a negligible amount of silicon gas would be

present in an equilibrium mixture. The original assumption that no

silicon vapor is emitted from the source is now justified, since at

equilibrium it would be almost completely converted to the oxide.

REACTION WITH WATER VAPOR

Only one reaction with water vapor has been considered:

Sio + H o = SiO +H . (7)

(v) 2 (v) 2

IThe free energy change in reaction (7) is the algebraic sum of the

Ifree energy changes for reaction (1) quoted earlier in this paper and

for the decomposition of water vapor. The latter value was obtained

from tables. 1 Equilibrium constants in the temperature range

I 1300 to 1800 0 K were computed from the standard free energy changes

as described earlier and are given in Table III.

I
I
I
I
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Table III - Equilibrium Constants for Reaction

SiO(v) + H - S i0( + H2

T 0 K K

1300 5.152x 10 - 4

1400 7.448 x 10- 4

1500 1.031 x 10 - 3

1600 
1.377 x 3

1700 1.754 x 10 3

1800 2. 193 x 10- 3

The change in the ratio PsiOz(v) with variation of the ratio

PH20 PSiO (v)
.. Z. is ahown in Fig. 2 for a number of different temperatures

PH2

in the range normally considered.

DISCUSSION

PsiO

In both Fig. I and 2 the ratio of has been
PsiO2

computed from equilibrium constants by assuming that the partial

pressures of oxygen or of water vapor and hydrogen, respectively,
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Figure 2 - Equilibrium ratio of partial pressure of silicon dioxide
vapor to partial pressure of silicon monoxide vapor for thej reaction SiO + H20 SiO 2 + H z .
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remain constant. Obviously, as reaction proceeds, the oxygen or

water vapor is used up but the silicon oxide is continually regenerated

from the source. Unless prior arrangement has been made to keep

the oxygen or water vapor partial pressure at a constant value, the

composition of the deposited layer would thus appear to vary con-

tinuously during the evaporation process.

It is conceivable that in an actual evaporation process

the rate of reaction between hilicon monoxide vapor and oxygen might

be too slow to allow equilibrium to be reached in the time it takes for

the molecular beam to travel between source and substrate. If this

is true, the ratio of 4ov) striking the substrate would be
PSiO(v

)

less than the equilibrium value. Examination of the infrared spectra

of the evaporated layer shows that different compositions may be

obtained by the variation of evaporation parameters. There appears

to be little or no dependence on whether silicon monoxide or silicon

dioxide is used as starting material. Obviously some reaction is

taking place with the residual gas. It is a little difficult to under-

stand how a silicon monoxide film is produced by evaporation of

silicon dioxide by any mechanism other than a gas phase decomposition.

In a bimoleccular ga.s phase process, th,- rate of reaction

-E/ RTmay be written. PZe , where Z deo¢tes the: number of
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I

collisions per second between reacting species, e E/RT the fraction

of total collisions which are effective in producing reaction, E the

activation energy of the reaction, and P a steric factor introduced

to relate the predictions of this simple, theoretical model to experi-

Imentally observed rates. Except in some complicated reactions, P

Iis approximately unity. In this treatment, it is assum d that P = 1

and the number of collisions between one silicon monoxide molecule

and an oxygen gas molecule is determined by calculating the mean

Ifree path of the silicon monoxide molecule passing through oxygen

I gas, and dividing this into the distance between source and substrate.

If the collision diameter for silicon monoxide/oxygen collisions is

assumed to be 2 x 10 - 8 cm, which is about the value for most gases,

the mean free path is 3. 9 x 10 - 2 cm in a 10 - 4 mm oxygen pressure

at 1500 0 C. If a source-to-substrate distance of 25 cm is assumed, the

total number of collisions a silicon monoxide molecule makes with an

oxygen molecule is 6. 4 x 102. For equilibrium to occur under these

-E/RT 13
conditions, e - 1. 3 x 10 , which means E :S 20 k cal/mole.

1 Unfortunately, no data exist from which we can estimate the activation

I energy. The only comparison we cani make is with the oxidation of

carbon monoxidlr which is a complex reaction proceeding aroundI Kb
1000 K with an activation eneorgy of albout 30 k cal/mole. It would not

I
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appear too unreasonable, therefore, to expect an activation energy

in the range of 20 k cal/mole for the gas phase oxidation of silicon

monoxide.

To get some idea of the conditions under which equilibrium

would be reached for various activation energies, the required

source-to-substrate distance at PO? = 1 x 10 - 4 mm, and the required

oxygen pressure with a fixed source-to-substrate distance of 25 cm

have been computed for activation energies between 10 and 40 cal/mole.

These are shown in Table IV.

Table IV - Geometrical Conditions Required
for Complete Equilibrium in Reaction (1)

Source-to-substrate Pressure when
E distance when source-to-substrate

K cal/mole pressure = I x 10 - 4 cm distance = 25 cm

10 0.9 cm 3 x 10 - 6 inm

20 25 cm I x 10 - 4 mm

30 700 cm 3 x 10 - 3 MnM

40 20,300 cm 8 x 10 - 2 m

If an activation energy of 30 k cal/mole is assumed, the

ratio p siO / PsiO in the molecular beam when it strikes the

2(v) (v)
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I

substrate under the standard conditions of 25 cin source-to-substrate

I distance and 10 - 5 mm oxygen pressure, would be 1. 0Z4. This is to

be compared with a value of 5 at equilibrium.

To a large extent, the temperature of the molecular beam

rmay be related to the rate of evaporation; hence, the relation between

molecular beam composition and rate of evaporation can be observed

qualitatively from Fig. 1 and 2. It should be realized, however, that

tl -, tuil relationship between rate of evaporation and molecular

I beam temperature is dependent on source construction and geometry,

and also dependent on slag formation on the surface of the material

being evaporated.

It should be realized that the values shown in the figures

I represent equilibrium values, and the actual values may be different

from these -- not because of slow reaction rates or nonequilibrium

conditions, but merely by virtue of inability of each SiO molecule in

the molecular beam to interact with the gas phase oxygen. This is of

I course true only when the SiO has to collide with an oxygen molecule

I in order for reaction to take place. For the decomposition of SiO2

it is conceivable that the oxygen formed in the molecular beam is not

able to diffuse out of the molecular beam and is trapped in the SiO

I solid. The extent to which either of these would affect the final

I
I
I
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composition is dependent on the density of the molecular beam, i. e.,

the evaporation rate. A more complex situation has arisen, therefore,

in which both beam temperature and evaporation rate can control the

composition of the final product. Therefore, source design may be

important in deciding composition.

CONCLUSIONS

Gas phase oxidation of silicon monoxide vapor seems to

be a possible explanation of the large variations in experimental

results observed by different workers. Presumably the partial

pressures of the residual gases differ from one system to another,

and the temperature of the molecular beam, Which is related to

source design, may also vary considerably. The results quoted in

this paper indicate the composition of the molecular beam striking

the substrate if complete reaction took place with an oxidizing gas

in the system. The ways in which the actual results may diverge

from these theoretical predictions are indicated. The values of

molecular beam temperature and oxygen or water vapor pressure

under which the evaporated layer is predominantly silicon dioxide

or silicon monoxide are outlined.
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APPENDIX V

I A Method for Detecting Imperfections in Thin Insulating Films

I E. M. DaSilva and P. White
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ABSTRACT

I
A simple apparatus has been assembled in which dis-

continuities occurring in insulating films may be observed in a

nondestructive manner. The signal produced by scanning a metal-

I insulator surface with an electron probe can be used to detect a

metal-insulator boundary and also to indicate variations in insulator

thickness in the 100 to 1500 X range.

The usefulness of this instrument in a study of nucleation

I of molecular beams of insulating materials on metal surfaces has

been determined by examining test slides containing various patterns

of insulators on a lead surface.

While the resolution of the. instrument is limited by the

radius of the electron beam used, the size of an imperfection which

j could be detected by the instrument is really dependent only on the

Icurrent density in the electron beam. Imperfections having an area

1/100 that of the electron beam have been detected without difficulty.
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INTRODUCTION

When evaporated insulating films are used as dielectric

-layers, the problem of shorts in the dielectric usually has to be

j considered. In most cases, it is not possible to observe through an

optical microscope a surface discontinuity or imperfection which

can be related to a shorted area. At present there is no satisfactory

nondestructive method of testing insulating films prior to deposition

j of the upper electrode. The electron microscope undoubtedly has

sufficient resolution to detect small imperfections, but this technique

has two major disadvantages: only small areas can be sampled at

one time; and, since surface replicas of the insulating film have to

be made, this is a destructive test. A further method has been

suggested I in which a magnetic sense coil is used to detect the field

associated with a pinhole short. However, this method has limited

applicability.

I A technique described in this paper has none of the dia-

advantages outlined above. The apparatus used can be constructed

simply and can, if required, be installed in the evaporator used for

preparing insulating films. Using this method, it is possible to make

1 nondestructive tests of an insulating layer prior to deposition of the

upper metal electrode. The unit, which is similar in principle to the

2
Monoscope, uses an electron probe to scan the insulator surface. It

i
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is shown that the difference in signal when the probe scans a metal-

insulator interface is sufficient to permit detection of that interface.

In addition, under appropriate conditions, the signal varies with

insulator thickness so that the thickness differences can be detected.

The construction of a simple model is described and the resolution

of this model estimated by examining test slides containing patterns

of silicon monoxide evaporated onto a lead film. The results are

discussed and extrapolated to indicate the ultimate resolution which

can be obtained from this type of instrument. It is shown that by the

use of a more sophisticated electron gun this technique could be made

sufficiently sensitive to detect imperfections in the insulating film of

about 16, 000 X diameter. The technique is not capable of diffe -

entiating between a group of holes and a thin area unless the minimum

spacing between holes is an appreciable percentage of the beam

diameter.

EXPERIMENTAL PROCEDURE

The experimental arrangement is shown in Fig. 1. A type

5C electrostatic deflection gun similar to that used in a Tektronix 512

oscilloscope was sealed into a glass tube. Two aquadag electrodes

were painted on the inside of the tube to act as a final accelerating
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Figure I - Experimental layout.

anode and a secondary collector. A rectangular copper block

Jsupporting the test slide was sealed into the other end of the glass

tube so that the test slide was at right angles to the electron beam.

The tube was evacuated by a well-trapped mercury diffusion pumped

I system, and pressures in the 10" 7 mm range were attainable

j without difficulty.

I A low-voltage power supply was used to activate the

cathode and to regulate the cathode emission in the specimen gun.

I Control of the electron beam was achieved by connecting the

T
specimen gun in parallel with the gun in a Tektronix 512

oscilloscope.
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The test specimens consisted of definite patterns of

silicon monoxide evaporated onto a lead film supported oil a glass

microscope slide. These were clamped to the copper block by

phosphor bronze clips which also provided a conducting path from

the front of the slide to the copper block. The signal produced when

the electron probe scanned the sample surface was then available by

making an external connection to the copper block, and was observed

on a Tektronix 545A oscilloscope which had a band width of 10 Mc.

Two modes of signal display were used: the signal response

accompanying a line scan of a particular area, and a raster display

in which the signal was used to modulate the intensity of the presen-

tation. In practice, the raster display was used only to locate the

position of any one area on the test slide relative to a fixed point on

the drive scope tube. A line sweep could then be made on that area

and the signal response observed on a viewing scope. The distance

between two peaks on the display signal could be magnified by

adjusting the ratio of sweep speeds of the display scope and the

drive scope so that resolution of discontinuities in the test slide

was not limited by resolution in the display sweep.

The secondary emission ratio is dependent on the accel-

erating anode potential, Vp, which has a critical value at which the
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I
I

secondary emission ratio is a maximum. Figure . show. some

representative curves for lead and silicon monoxide as a function

I of V . These curves can only be used as a guide to indicate ap

jrange of operating potentials, since the secondary emission ratio

is strongly dependent upon the surface conditions. The anode

potential of the specimen tube was varied through the range

I 2.50

2.25- / Vp MAX -SiO2 -"

I 2.00 /-I,, I "Nb
1 /.75 Ib

I 1.50 -I

I
I 1.00

I Slop VP 11

PI VpI I I
I I

Vp Z Vp I

Figure Z - Secondary emission characteristics of lead, tin, and quartz,
as given in Reference 3.
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indicated in Fig. 2. It was found that the best signal response

occurred when operating between 1200 and 1500 volts.

The copper holder could be biased above or below the

collector voltage. This could then act as a collector or emitter

depending on bias voltage and the conditions of greatest signal

response selected.

RESULTS

To identify the different areas on the specimen slide, it

was necessary that the signal response caused by the incidence of

the electron beam on those areas vary sufficiently to define and

clearly delineate the areas. The first test specimen contained a

pattern of large and small areas of both lead and silicon monoxide

as shown in Fig. 3a. A raster display of this specimen is shown

in Fig. 3b, in which the dark areas are the insulating films. The

smallest area of silicon monoxide was 0. 062 inch wide, which was

approximately twice the beam diameter of 0. 030 inch. The good

agreement between Fig. 3a and 3b shows that this method can be

used to identify silicon monoxide-lead boundaries.
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Figure 3a - Test specimen No. I Figure 3b - Raster display of

containing lead and specimen No. 1.
silicon monoxide.

4

Pensak has shown that a conduction current can be

induced in a thin insulating film by an electron beam, and also that

the magnitude of the induced current depends on film thickness,

accelerating potential, and target bias voltage. If the accelerating

potential and bias voltage are kept unchanged, it should, therefore,

be possible to distinguish between two insulating films of different

thicknesses, if the difference in conduction current in the two films

is sufficiently large.

A second specimen slide (Fig. 4a) consisted of six

T separate areas of insulation with thicknesses varying between 400

0
and 3500 A, and one area in which the thickness varied in discrete

0
steps from 400 to 3500 A. Figure 4b shows a raster display of this
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Figure 4a - Specimen
of insulating areas
of varying thickness.

Figure 4b -Raster

display showing
contrast due to
thickness variation

Figure 4c -Raster

display in which
thickness variation
is not evident.
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specimen. Once again, the dark areas represent the insulator, but

by controlling the amplification of the signal modulating the intensity

of the scope, the thinner layers can be made to appear as dark areas.

It appears possible, therefore, to obtain a thickness contour picture

of a thin insulation film by controlling the amplification of the signal

modulating the intensity of the raster display. Figure 4c shows

another raster display of the second test slide using a different signal

amplification. It should be noted that for a given accelerating poten-

tial and bias voltage, there is a limited thickness range in which the

variation of conduction current with thickness is sufficient to permit

detection. This thickness range can be changed, however, within

£" limits, by variation of either accelerating potential or bias voltage.

I It has been shown so far that this simple apparatus is

1 capable of detecting metal-insulator boundaries and also of detecting

variations in film thickness in a thin insulator. The ability to observe

a thickness variation is as useful as the detection of discontinuities

I or holes, since a thin spot in an insulating film is a potential source

f of trouble in a device.

1 It is important to estimate the sensitivity of this technique

for detecting either discontinuities in insulators or extreme thickness

variations before building a more sophisticated arrangement. In
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SEC. I
300 A-SIO

GRIDDED SEC. 2
AREAS 0

100 A-SIO

-SEC. 3

X 3 X4

SCRIBED -- SEC. 4
IMPERFECTIONS

Figure 5a - Specimen No. 3, made of solid Figure 5b - Raster
and gridded layers of varying thickness, display of No. 3.

order to do this a test slide was fabricated as shown in Fig. 5a.

A raster display is shown in Fig. 5b. The slide contained six

different patterns of silicon monoxide evaporated on a lead under-

layer. Two of these, marked section I in Fig. 5a, were 300 X

thick, one a continuous layer and the other deposited through a

144-mesh wire grid. Section 2 contained two areas of similar

design to those in section 1, but the silicon monoxide layer was

0 0
100 A thick, so that signal differences between 100 and 300 A

films could be observed. The geometrical design shown in section 3

was evaporated to provide an estimate of the minimum area of
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I metal which could be detected by the edge of the electron probe.

I The last section, 4, was a test pattern designed so that deliberate

mechanical discontinuities could be introduced in defined positions.

I Both sections 3 and 4 were 300 X thick films.

I The signal generated as the probe scans the continuous

0
area and the area masked by the mesh is shown for the 300 A and

0
100 A films in Fig. 6a and 6b. It is obvious that there is insufficient

sensitivity to resolve the metal lines in the masked areas, but this

Iis hardly surprising in view of the relative dimensions of the gridded

J area and the electron beam diameter. The gridded section contained

I metal lines 0.0015 inch wide separated by silicon monoxide areas

0. 0075 inch wide, compared to the electron beam diameter of 0. 030

1 inch.

1 For both thicknesses it appears that the resulting signal

1 from the masked area is composed of separate contributions from the

metal and the insulator sections since the magnitude of the signal

1 generated when the probe scans the gridded section is part way

1 between the separate signals for all lead or all silicon monoxide. It

is conceivable that such a composite signal could be used to yield

information on the relative areas covered by insulator and by metal,

1but the assumptions involved in calibration would seem to make this

1 a rather tenuous method.

1
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AREA AREA AREA AREA

Figure 6a - Signal display for the Figure 6b - Signal display for the
300 A solid and gridded blocks, 100 X solid and gridded blocks,
sec. 1, Fig. 5a. se 2. 2, Fig. 54.

O--- -- BEAM DIRECTION

Pb
SIGNAL I

I g I
LEVEL- ,

0 - JIGRIDDED SECTION SiO

S iO -.W "

SIGNAL
LEVEL

Figure 6c - Signal display associatcd with a beam
path over the solid and gridded areas of the
SiO films.

(For Fig. 6a, 6b, and 6c, probe speed = 0. 01 sec/cm;
view speed = 0. 002 sec/cm; sensitivity = 1 v/cm.)



It should be noted that the signal difference butween the

T gridded and continuous areas in the 100 A films is greater than

that in the 300 X films. This is presumably due to the larger signal

I 0
observed on the 100 A continuous silicon monoxide film as shown

I in Fig. 6c.

In the experiment with section 3, the line of sweep was set

I along a known length x X 2 (Fig. 5a). This measured the magnification

which was set at about 100. The line of sweep was then lowered

I toward x 3 x4 until the signal due to the metal film at A just disappeared.

By comparing the lengths x l x ! and x 3 x4 , it was possible to determine

I the area of the triangular metal film causing the signal. The minimum

detectable area by this method was between 0. 000025 and 0.00Q03

square inch, which is approximately 1/30 of the probe area. This

I technique used the extreme edge of the electron beam for sampling,

and since the current density of the beam follows a Gaussian distri-

bution this figure may be considered an upper limit.

Section 4 (Fig. 5a) contained two scratches deliberately

I placed so that their positions could be accurately defined with respect

I to the total area, as shown in the diagram. In this way, the signal

associated with the inserted imperfections could be located and

identified. The area of the larger of these two discontinuities wasI
I
I
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less than 1/100 of the beam area, but, as shown in Fig. 7, it showed

up as a signal difference when scanned by the electron beam.

DISC USSION

The experimental results show that when an electron beam

scans an insulator or a metal .surface. sufficiently large differences

in signal current exist to distinguish clearly between the two. The

observed signal when an electron be;im scans an insulating surface

is due partly to secondary emission from the surface and partly to

conduction through the film induced by the electron beam. It may
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I

be observed from the results quoted in Pensak's paper that at the

I lower accelerating potentials the conduction current is greater in

Ithinner films. This may explain the observed signal difference

between 100 and 300 X insulating films.

This method makes it possible to locate holes and thickness

I variations in thin insulating films without destroying the film. More

I detailed examination of the shorted area may then be made with an

electron microscope. The resolution of the instrument, defined as

the smallest distance apart at which two imperfections may still be

Idetected separately, is obviously limited by the beam diameter. The

over-all sensitivity of the instrument in detecting an isolated dis-

continuity in a metal or insulator layer seems to be dependent oply

on current density in the electron beam and sensitivity of the detector.

With the instrument described in this paper it has been shown that an

imperfection 1/100 the diameter of the electron beam can be detected.

It is now of interest to examine the lowest limit of detection which

would be possible by using an electron gun with a smaller beam

diameter.

In general, the signal response from a given area is directly

proportional to the current in the incident beam. It would be possible

to increase the beam current density and therefore the sensitivity by
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using a tungsten cathode. This has a relatively low emission efficiency

in comparison with the oxide coated cathode at the same temperature.
o

It can, however, be operated at a higher temperature, 2500 to 3000 C,

yielding a higher density beam. This would increase the complexity

of the system and for this reason was not attempted. The minimum

usable signal level is limited by the noise level associated with the

electronics of the system. If the shot noise is neglected, the signal-

to-noise ratio may be written as

ip RL

(4kTf

where Af is the band width and i the beam current. For the
p

condition where the secondary emission is approximately unity (and

we neglect conduction current) the signal current, i , is equal to
S

the beam current. If it is assumed that a signal-to-noise ratio of

ten is sufficient to observe a ten percent change in secondary

emission ratio5 the above equation can be solved to give

ip = 0. 025 La for values of RL = 10, 0000 (and W = 4 Mc).

An electron gun very similar to the one used in this experiment

with a beam diameter of 0. 001 inch can be obtained commer-

2cially. For a current density, Jo, of 1 amp/cm, which is in the
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4
range of that produced by an oxide-coated cathode, the minimum

theoretical detectable area would be

A=P = 2.5x 10
Jo

0
This is equivalent to a circle of diameter 16, 000 A, which is

approximately 1/10 of the beam diameter. It should be noted that

it has been possible to observe experimentally imperfections

1/100 of the beam diameter. The resolution of the apparatus

can be improved by use of an electron gun with a beam diameter

less than 0. 001 inch. Such guns are commercially available but

j theme are. in general, guns in which magnetic deflection of the

1electron beam is used. Once again a compromise had to be made

between resolution and complexity of the instrument, so the guns

with the smallest diameter beams were not used.

1 The most sensitive form of the arrangement described

I above is, of course, the electron scanning microscope, with which

6
the practical resolution is about 500 X.

1

I
I
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APPENDIX VI

Simulation of the Subtractor-Ring Circuit

W. C. Carter and J. L. Sanborn

I
I
I
I
I
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I ABSTRACT

I
The subtractor-ring circuit was simulated by using the RL

I network-analyzer program. The switching speed of the tree circuits

was seen to depend upon their previous state because of induced back

currents. These back currents and their effect on switching times

are shown graphically. Because of these effects on the subtractor,

I the network should be operated as a clocked device at about 500 kc,

or as a free-running device with the ring cycling in about 2 Isec.

I Determining exact operating times would entail simulation through

all data states. It should be noted that future circuits would contain

in-line cryotrons having sharper characteristics which would greatly

increase the operating speeds.

I
I



I INTRODUCTION

I
The subtractor-ring circuit shown in Figure 1 and

described in a previous report has been simulated as a free-

I running network to:

j 1. determine the speed of network operation as the

I input current is varied,

2. determine the speeds at which the circuit will

I operate when driven by external pulses, and

3. examine the magnitude of the network currents

as a function of input current and time.

I SHORT DESCRIPTION OF THE SUBTRACTOR-RING CIRCUIT

I
The subtractor-ring circuit is basically a combination of

2 3
the data-transfer circuit, the four-stage clocked ring, and theI4
subtractor, all described in previous Lightning reports.

j When the subtractor-ring circuit is internally operated,

it functions as an asynchronous (free-running) parallel counter.

When current is flowing in one side of the first stage, the minuend

I is set equal to the contents of the accumulator by cryotrons 400

to 407. Then when the state of the first stage has been transmitted

f through the other three stages of the ring, by cryotrons 200 to

I
I
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205, the first stage is reset by cryotron 207. This supplies

current to the subtractor, and the accumulator is set equal to

the difference between the contents of the minuend and the contents

of the subtrahend by cryotrons 300 to 321. When this state

I of the first stage has been transmitted through the other three stages

of the ring, the first stage is set to its original condition by

i cryotron 206.

The circuit may be operated as a synchronous parallel

I counter by "biasing out" cryotron 206, so that resistance is never

introduced in the circuit by this cryotron. The store and subtract

iI sequence is then triggered by the clock pulse, and the circuit will

come to rest when both functions have been performed. Note that

I under clocked operation the duration of the subtract signal is

determined by the interval between pulses.

I
I
I
I
I
I
I
I
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'INITIAL CONDITIONS FOR THE SIMULATION

The circuit was divided into 32 meshes, consisting of 14

resistive elements and 101 inductive elements. The assumed

dimensions of the network are:

line width 0. 018 inch

0
line thickness (Pb) 4000 A

0
line thickness (Sn) 6000 A

0
penetration depth (Pb) 500 A

0
penetration depth (Sn) 1250 A

crossed-film cryotron control width 0. 003 inch

0
insulation thickness 4000 A

in-line cryotron gate width Q. 003 inch

in-line cryotron control width 0. 009 inch

in-line cryotron length 0. 125 inch

operating temperature 95% of critical
temperature
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I Using the model of cryotron operation shown in Fig. 2 and

described in the seventh quarterly Lightning report, the

I characteristics assumed for cryotron operation are:

rit 300 ma

p 0.2375

I d' 100 ma

R 0.87 m-ohm
max

I The distribution of currents will be described by referring

to the notation of Fig. 1, and giving their state as logical functions

where possible. During all simulation runs, Shd 1 = 0, Shd 2 = 1.

The initial conditions were:

AccI 1

Acc 2

MinI .0

Min2 a 0

i I  W 0

Scryotron 206 resistive

Thus the borrow current, B, initially goes through cryotrons 100,

206, 502, 301, 306, 311, 314, 317, 321, 201. The quantities

Acc 1, Acc 2, Min 1, Min 2, il, B were graphed on the on-line

plotter.

1*
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Figure 2 - Assumed cryotron characteristics.
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FIRST SIMULATION

For the first simulated run, all supply currents were

assumed to be 400 ma. In this case the cycle time of the ring was

between 0. 76 and 0.77 Lsec. In the first cycle (a store operation),

Min I and Min 2 were switched to 308 ma and 328 ma,

respectively. The borrow current, B, stopped temporarily at

192 ma in the first store cycle because Min 2 was changing from

0 to I, so that neither side could introduce resistance into the

leg. As " I approached 0 (84 ma), B continued to decay.

Back currents were induced through the loops defined

by cryotrons 502, 301, 306, 307, 302; through 302, 308, 309,

303; and through 301, 305, 304, 300. The magnitude of the

currents through 303, 301, 300, 302, B, B, I is shown in Fig. 3.

The -185 ma current through B is surprising.

When current paths are switched, the effect of these

currents is to slow down switching and, even worse, make switching

speed dependent directly upon existing current configuration. The

second cycle was to have been a subtraction cycle, with the following

operation: 11 - 01 = 10.

I
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Figure 3 - ryotron control currents as a function of time.
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Min 2 was switched, however, to 204 ma instead of 0 ma, and thus

current splitting (204 and 196 ma) occurred and correct circuit

operation stopped.

SECOND SIMULATION

In the second simulation run, the supply currents 111 12 9

13,1 4 of the ring were reduced to 375 ma, with the others remaining

at 400 ma. The other initial conditions were unchanged. In this

case, the cycle time of the ring was between 0. 93 and 0. 94 4sec.

In the first cycle, Min 1 was switched to 340 ma and Min 2 to

360 ma. The borrow current fell to 1 36 ma, then continued to 0.

* -In the next cycle, subtraction was correctly performed with Acc I

remaining at 400 ma and Acc 2 falling to 84 ma value. In the next

cycle, Min I increased to 376 ma while Min 2 correctly switched
.

to 84 ma. In the next subtraction cycle, however, there was not

I sufficient time for the proper operation: 10 - 01 = 01 to be

I performed. Because the effect of the divided currents was of

interest, the simulation was continued and the magnitude of Acc 1,

Acc 2, and currents through cryotrons 300, 301, and 316 are

shown in Fig. 4 and 5. The minimum current (205 ma) necessary
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to induce resistivity in a cryotron is shown as a dashed line.

These graphs show the effect of back currents on cryotron

current switching. The switching speed of these tree circuits clearly

depends upon their previous state.

Note that in the simulation 0. 76 sec was sufficient to

transfer the contents of the Accumulator to the Minuend. However,

the delay between clock pulses will have to be greater than 1 psec

to allow back currents in the subtractor to die down enough for proper

operation. To obtain this time would entail a simulation through all

operations using all data states.

CONCLUSIONS

A. Circuit Evaluation

1. The circuit will operate as a clocked ring.

2. The circuit will operate in a free-running mode if the

ring loop is slowed down sufficiently.

B. Tree Circuit Evaluation

1. The simple loops (2 path) performing storage worked

well.

2. The switching speed of tree circuits depends upon their
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I
I

previous state, in particular upon

a) the degree of completion of previous cryotron

switching and

b) induced back currents.

3. For efficient operation of complicated tree circuits balanced

branches are necessary.

I
I
I
I
I
I
I
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APPENDIX VII

Sequential Cryotron Switching Circuits

J. L. Rosenfeld
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I ABSTRACTI
j In order to design sequential switching circuits, the

designer must have available both a %,evice that can perform

combinational logic and a device with a memory or a delay.

i Cryotron circuits possess both combinational logical properties

and memory properties. It is the aim of this appendix to demon-

strate how sequential cryotron switching circuits that make full

use of the features of cryotrons can be designed.I
[
I
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I INTRODUCTION

!
When the memory inherent in cryotron circuits is fully

II exploited, a simple sequential circuit generally results from the

synthesis procedure. Furthermore, neglect of the intrinsic

memory can lead to serious errors in the design of logical

cryotron circuits. In this appendix a direct procedure is used

to synthesize a sequential circuit from the description of desired

circuit operation. Next it is demonstrated how synthesis by means

of a transition matrix yields a simpler circuit. This !atter

synthesis procedure takes full advantage of built-in cryotron

memory. The necessary restrictions on the design of circuits

via the transition matrix are then discussed. Finally the hazard

problem is investigated.
1, Z,3, 4

The logical properties of cryotrons are well known.

I
In this appendix, we assume that any switching function can be

Jrealized with cryotrons, and we ignore the means by which the logic

J is performed. It may be performed with crossed-film or with

j in-line cryotrons, and in one or several stages. The fact that a

path becomes resistive when a logical function of certain variables
t

equals "I" is indicated by a rectangular box in the path, crossed by

lines that represent the variables. An expression for the function

is written in the box. In Fig. le, for example, the top left box, A,
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flow table, matrix.
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yA

Figure Id - Exci-
tation matrix. -2 X

XI~~z Y 1 I 2XYi 2  Y~X+

Z z

Figure le - Resultant circuit from direct design
procedure.
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represents aniy cryotron configuration that inserts resistance in the

left-hand branch if x2 = 0 (no current flows in path xZ), or if x, = 1

and y = 0 (current flows in path x I and no current flows in path y),

and which forms a superconductive path otherwise.

A particular example will be helpful in illustrating general

principles discussed later. Consider this description of the desired

behavior of a cryotron circuit with two inputs, x I and x 2 : only one

input can change at a time, and it is assumed that the inputs change

only after all circuit transients have died out; the output of the circuit

is to be 1 when x I and x2 are both 1, but only if xI is I before x 2 ;

i. e., the input pair xl, xj = 1,0 must precede 1, 1. Several tables

must be constructed during the synthesis procedure. Figure la is

a flow table that describes the circuit action. The circled entries

represent stable states of the circuit. Uncircied entries in the table

indicate the next state the circuit must assume when the input condition

is changed from that input condition associated with a stable state in

the same row. Dashes imply unallowed input changes. Entries in the

output column are the outputs Z associated with the stable states in

the same row. Figure lb is a merged flow table corresponding to the

* - primitive flow table of Fig. Ia. The rows of the merged flow table

contain the same information as the rows of the primitive flow table

jafter certain assignments are made for transitions corresponding to

I
!
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unallowed input changes. Figure Ic is the output matrix, which con-

tains essentially the same information as the output column of Fig. la.

One secondary variable y is necessary in order that the circuit can

assume the two states which correspond to the two rows of the merged

flow table. An excitation matrix is shown in Fig. ld. Each matrix

entry Y represents the next state secondary variable y must assume

for the present input conditions and state of the circuit, as represented

by the column and row of the entry. This follows from the merged

flow table.

In order to synthesize a circuit that performs according to

the preceding specification, it is necessary to select some way of

realizing the secondary variable y. For this purpose, an elementary

cryotron circuit, like that of Fig. 4, is chosen. The condition y = 1

represents the state of the circuit when i = 10 , or all the current flows

down the left-hand branch. Conversely, y a 0 represents the case in

which i = 0, or all current flows down the right-hand branch.

DIRECT SYNTHESIS

First we shall perform the synthesis by a direct procedure.

The excitation matrix of Fig. ld indicates that current should be

forced to flow in the left-hand branch of the secondary variable when
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I

Iv

A B

L7I
I

i Figure 2 - Elementary cryotron circuit.I
Y1, or xx 2 + xgy = I. Current must be forced to flow in the

right-hand branch when Y = 0, or x? + xiy = 1. These conditions

can be effected by making all paths in the right-hand branch resistive

I when Y = I and causing at least one path to be superconductive when

Y 0. Similarly, all paths in the left-hand branch must be resistive

when Y - 0, and a superconductive path must exist otherwise. The

I upper half of Fig. le represents the circuit for secondary variable y.

Notice the feedback (cross-latching) that exists in this circuit. The

lower half of Fig. le represents a realization of the output matrix of

Fig. Ic. The reader can easily verify that this circuit operates

I according to the preceding description of desired behavior.

I
I
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This direct synthesis procedure is easily generalized to

any sequential circuit problem with any number of secondary

variables. One elementary cryotron circuit like that of Fig. 2 is

.used to represent each secondary variable. The branches of these

elementary circuits are made resistive according to the entries in

the excitation matrices for the secondary variables. The direct

procedure is described by Caldwell 2 (pp. 608-613), and Fig. le

is equivalent to his Fig. 14-35.

SYNTHESIS BY USE OF TRANSITION MATRIX

Cryotronic sequential circuit synthesis with the aid of the

transition matrix is based on the fact that once current is established

in a branch, it continues to flow in that branch until the branch

becomes resistive. That is, when current flows in a superconducting

path of a cryotron circuit, the current persists in that path until

some cryotron in the path becomes normal. (The effects of mutual

inductance have been ignored in this appendix. Currents can be

induced in superconducting loops, and existing persistent currents

can be diminished because of the mutual inductance; nevertheless,

the magnitude of these effects is so strongly dependent upon the type
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I
of cryotron circuitry used that it is impossible to make any general

l statements about the consequences of mutual inductance. ) It is the

j persistent current property of cryotron loops that furnishes the

memory necessary for sequential behavior. This is the basic

principle upon which the following discussion is based.

I If it is desired to change y from I to 0, it is necessary

to introduce resistance into all paths of the left-hand branch of Fig. 2,

while maintaining a superconducting path through the rightghand

branch. Similarly, a change from y = 0 to y = 1 can be effected by

making all paths in the right-hand branch resistive and maintaining

'1 at least one superconducting path in the left-hand branch. Thus,

Box A in Fig. 2 should be resistive and Box B should be super-

conducting when the transition from y - I to y = 0 is to occur, and

A should be superconducting and B resistive when the inverse

transition is to take place.

I The step from the flow table to the design of the circuit

is made with the help of a transition matrix. The following paragraph

describes the use of the transition matrix. This matrix is constructed

I from the excitation matrix by inserting I in the transition matrix

for those entries of the excitation matrix in which the value of Y

differs from the value of y, and 0 for those entries in which Y = y.

I
I
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In other words, the entry is 1 in the transition matrix if, and only

if, the secondary variable must change its value. The transition

matrix corresponding to the excitation matrix of Fig. ld is given

in 3a.

It is a straightforward step from the transition matrix to the

final circuit. The 0 row of the matrix in Fig. 3a indicates that y

can change from 0 to 1 only for inputs x l , x 2 = 0, 1; therefore,

the right-hand branch of the circuit for secondary variable y must

be resistive only when xlx, = 1. Similarly, row 1 indicates that y

can change from I to 0 only when xl, x. = 0, 0 or 1, 0; hence, the

left-hand branch must be resistive only when x? = 1. The final

circuit, shown in Fig. 3b, follows immediately. The lower part of

3b is the output circuit, which is based upon the output matrix of

Fig. lc. A comparison of Fig. le and 3b illustrates that design

by use of the transition matrix yields simpler circuitry.

In the circuit of Fig. 3b there is no combination of input

variables for which both branches become resistive simultaneously.

This is true in general for circuits constructed by means of the

transition matrix. A resistive left branch implies that if the

secondary variable is 1 it must chatige to 0, and a resistive right

branch implies that if the secondary variable is 0 it must change
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I X X2
00 01 II 10

0 0 1 0 0

1 1, 0 o0
I
I Figure 3a - Transition matrix

for excitation matrix of Fig. Id.

I

I t °

1 2 -f I iI __ 2___2

I I IX2 1 I IX

I z

I
I Figure 3b - Illustrative sequential circuit.

I
I
I
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to 1. Hence, both branches being resistive implies that the

secondary variable should switch from 0 to I to 0 to 1, and so on.

In other words, the final circuit can be simultaneously resistive in

both branches of a secondary variable circuit only if the original

flow table contains a cycle. But, since a cryotron circuit will not

cycle when both branches are resistive, true cycles can be built

into cryotron circuits only when the cycles involve two or more

secondary variables (pass through four or more different secondary

states).

It will be instructive to consider a particular cryotron

circuit for which the two inputs never equal I simultaneously.

Output Z is to equal 1 after input W1 is set equal to 1 and to

remain 1 until input W0 is set equal to 1, after which Z a 0 until

W, a 1, and so on. This is a flip-flop, W1 and W0 being the set and

reset pulses. The description is represented by the flow table of

Fig. 4a, the merged flow table of 4b, the transition matrix of 4c,

and the output matrix of 4e. Because the input combination

W0 , W1 = 1, 1 never occurs, the third column of the transition

matrix may be completed in any convenient manner at all. The

choice made for the third column entries is the one that yields the

simplest algebraic expressions for the logical elements in the two
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[ WoW,:O0 o, , 10 OUTPUT Z Wo,:00 01 11 10 WW

(D3 -4 10 (D 3-40001 1110
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I 2® -- 0 0 -I

I - - 0 Figure 4b - Merged Figure 4c - Tran-

flow table. sition matrix.

Figure 4a - Flow table.

%M O II 10 W 0 II 10

1 001 110 y00of100[ 0 1 O1 0 0 0 00

10 0 I I iiiI z
Figure 4d - Completed Figure 4e - Completed

transition matrix, output matrix.

I

I

I Wo WO , ,W

I z z

I
J Figure 4f - Flip-flop.
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XlX 2 :O00I U 10 OUTPUT Z X x2 000l II 10 Xg O I I 10

(2-7 0 D)®) 7 000000

1® 3- 0 -5!4 01-00-

- 5 4 0 6 - @ II - I

@-0® 10 0 0o 0
I 6- 0 Z

0 Figure 5b- Merged Figure 5c - Output

L - 6 (2 0 flow table, matrix.

Figure 5a - Flow table.

X, X XIX2 X1X2
Y, 0001 II 10 Y2 0 0O II I 10 Y>%O0001 III00

00 0000 01 10 0 0 0 0 0[V]

01 00 I1 01 111 1 0 101 210000,,oo~oio,, ,,,oo o
I0 00 10 10 10 0 0 000

YI Y2

Figure 5d - Excita- Figure 5e - Transition Figure 5f - Transition
tion matrix, matrix for y . matrix for y."

branches of the y circuit. The completed transition matrix is

given in Fig. 4d. The output matrix of Fig. 4e is also the result

of making simplifying choices for optional entries. The final

circuit is shown in Fig. 4f. This, of course, is a cryotron flip-

flop. 6,7,8 Notice that both branches are resistive only when

W0 , W1 a 1, 1, which is an unallowed condition.

The preceding examples have concerned circuits with a

single secondary variable. The next step in this exposition is the
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I y 10Y, , Y2' Y2
I A' R1 I X

R X1R2. X2  X2 X1X2 + XX 2  X 2

IX2Y2 X2+

N% X,, i2 X- - P.

I 0

i z z

I Figure 5g - Illustrative cryotron circuit.

demonstration of how sequential circuits with more than one secondary

I variable are constructed. Figure 5 refers to a circuit that yields an

output whenever the input sequence 00-01-I I-1 0 has occurred. The

output is produced during the 10 phase of the sequence. Only one input

variable may change at a time. Figure 5a is a flow table, 5b a merged

Iflow table, Sc an output matrix, and 5d an excitation matrix. The

excitation matrix allows a noncritical race in the 00 column, and

provides for the secondary variable transition 01-11-10 in the 01

I
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columrn. The corresponding transition miatrices are given in Fig. 5e

and 5f in a convenient form. The final circuit is easily constructed.

To see how it is constructed, consider, for example, the upper

half of Fig. 5f, the transition matrix for yI. This submatrix pertains

to the cases in which the present state of YA is 0. The single 1

indicates that y. is to change from 0 to 1 only when xj,X?,Yl = 1, 1,0.

This stateinent corresponds to box A in Fig. 5g in the right-hand branch

of the circuit for y,. The submatrix in Fig. 5f for which y, = I has

1 entries where xlX + xzy = 1. These are the conditions for which

y, must change from I to 0. Thus, the left-hand branch of the y?

circuit in Fig. 5g i. resistive when x 1 x + x2y = 1. In a similar

manner, the circuit for y, is easily derived from Fig. 5e. A completed

output matrix leads to the output circuit in Fig. 5g.

The procedure followed in order to arrive at Fig. 5g is

completely general and applies to any sequential circuit with any

number of secondary variables. Once the description of desired

operation for a cryotron circuit is given, the excitation matrices can

be constructed according to well-known principles. 2,5 The transition

matrices follow immediately. The circuits for the secondary

variables are designed from the corresponding transition matrices.

This is the crux of the design procedure. The transition matrix for
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I

Isecondary variable yi is divided into two submatrices. One

submatrix corresponds to those rows of the yi transition matrix

for which yi = 0. The rows of this submatrix are labeled with the

state designations of the remaining secondary variables. The

Ilogical function represented by this submatrix is used to design

a box for one of the two branches of the y, circuit, the one that

carries current representing yi. The box must be resistive only

when the function equals 1. The other submatrix corresponds to the

I rows of the transition matrix for which yi = 1. It is used to design

the box for the other branch of the yi circuit.

Before restrictions and hazards are discussed, three

topics related to the synthesis procedure using the transition matrix

1 will be mentioned briefly.

1 1. Any simple cryotron circuit of the type in Fig. 2

iwill perform in a sequential fashion unless the functions represented

by blocks A and B are logical duals. If this fact is ignored by the

1designer of logical circuitry, then incorrect operation is likely to

J re sult.

J 2. The elementary cryotron circuit is closely related to

the set-reset flip-flop. The essential difference is that the cryotron

circuit is a dc element, whereas the set-reset flip-flop is a pulsed

I
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device with a delay assumLd to be greater than the pulse duration.

3. An example is used to illustrate an unexpected

feature of the circuit discussed here. Figure 6 shows an output

circuit that is simpler than, but equivalent to, the output circuit

of Fig. 5g. Because a transition from stable state 4 (see Fig. 5b)

does not occur without secondary variable y 2 becoming 0, the

transition from Z = I to Z = 0 occurs when y 2 becomes 0. Hence,

all that is necessary in the right-hand branch of the output circuit is

a cryotron that is resistive when y? = 0. Similarly, the transition

from Z = 0 to Z = I occurs only when y2 = I and x 2 = 0; therefore,

it is sufficient to include a box in the left-hand branch of the output

circuit that is resistive when x.y 2 - 1. This simplification procedure

is quite novel. Unfortunately, the concept of making use of the

memory property of the output circuit has not yet been systematized.

RESTRICTION ON LOGICAL DESIGN

There is one restriction on the way in which sequential

cryotron switching circuits can be realized, as the following

example illustrates. Consider box B in the left-hand branch of the

Yi circuit in Fig. 5g. Assume that it is realized by the configuration
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Figure 6 Alternative to the output circuit of Fig. 5g.
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of Fig. 7. Let the secondary variables YI'y2 be equal to 1,0, and

assume that xl, x Z = 1, 0. Thus current 10 flows through cryotron X1 ,

because cryotron x is resistive. When xj changes from 0 to 1

both cryotrons are superconductive, but current I o continues to

flow through cryotron xj. A difficulty arises when x I next changes

from I to 0, since cryotron ' I becomes resistive. Current I is

forced to change paths and divide between the x2 cryotron and the

right-hand branch of the yl circuit. The way this division occurs

depends on the relative inductances of the superconducting paths.

An error can occur if the current should flow in the right-hand

branch of the yl circuit. Such an error can always be prevented

if no closed loops exist in any branch. This is equivalent to saying

that the cryotron networks in both branches of all secondary

variable circuits must be series connections of gates. This is a

sufficient condition for the elimination of false operation. The

reader who wonders how logical multiplication can be realized

without parallel cryotrons is reminded of the existence of multiple-

control cryotrons, which can perform both logical addition and

3
multiplication.
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m HAZARDS

m
m The following discussion illustrates that circuit action

may not go to completion if more than one secondary variable must

m change as a result of a change of input variable. This is a shortcoming

of circuits designed via the transition matrix. For example, the

excitation matrix of Fig. 5d demands that when the circuit is in

state y1,y2 = 0, 1 and when xl X2 changes from 1, 1 to 0, 1, then

y1 yt must change from 0. 1 to I 1 to 1, 0 before reaching a stable

m state.

Figure 8a is a convenient diagram for the purpose of

studying this situation, for the figure is equivalent to the secondary

variable portion of Fig. 5g when x = 1. Figure 8b shows the currents

I iI and i 2 of Fig. 8a as a function of time. Initially, x, = 1, i a 0.

I i 2 = lo , cryotrons 1 and 2 are superconductive, and cryotron 3 is

m normal. When xI changes to 0 at time t z 0, cryotron 1 goes normal,

2 remains superconductive, and 3 switches superconductive. As

I a result, iI increases exponentially from 0 and approaches I . Current1 o

Ii remains constant at I . When iI becomes large enough. cryotron 22z  o1

i switches to the normal state at some time t = tI. This causes i 2 to

decrease exponentially from I and approach 0. When i2 becomes

Io

I
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Figure 8a -Illustration of change of two secondary variables.

ONORMAL. NORMAL NORMAL 4) NORMAL

Figure 8b - Currents in Fig. 8a.
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small enough so that cryotron I becomes superconductive again at
1"

.some time t = t2 , current il remains coxjstant at the value it assumes

at time t 2 . Current i I does not complete the transition to I0. In

i this particular circuit, there is no malfunction because of the

incomplete switching. This fact can be concluded after careful analysis

of Fig. 5g. This analysis consists of examining all the possible

I sequences of inputs after time t . In general, however, incorrect

behavior may occur unless the time constants are arranged so that

currents attain sufficiently large values before the cryotrons

I driving the currents positive become superconductive.

1Another solution is to avoid multiple changes of secondary

states. The latter can always be done by an appropriate selection

of secondary state assignments, 9 although such a selection may

greatly increase the size of the circuit. Often, however, multiple

I changes of secondary variables can be avoided if care is taken in

selecting a merged flow table. The merged flow table of Fig. 9 can

I be implemented instead of that of Fig. 5b. The circuit resulting from

Fig. 9 displays complete switching.

I One more remark should be made about the circuit of

Fig. 5g. A noncritical race occurs when the condition of inputs

X1 , x2 = 0, 0 causes the secondary variables to change from

I
I
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X1X2 : 00 01 II 10

5 (D 4

160

Figure 9 - Alternative merged flow table for Fig. 4.

y y? .1.1 to 0,0. The currents do go to completion in this case.

although both secondary variables must change their values. This

can be seen by inspecting the figure.

The conventional problems of hazardous conditions arise

in sequential cryotron switching circuits, and the techniques for

eliminating these hazards are the same as those used with switching
10

circuits built of other components. Both static and essential 1

hazards will be illustrated.

The reader may have noticed the "static tie-set hazard" 1 0

that can exist in box C in the left-hand branch of y 2 in the circuit

of Fig. 5g. This is indicated by the disjunctive circled l's in Fig. 5f.
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I

When x1 , y, -Y 0, 1, 1, and xZ chanrge froin 0 to 1, the r,sistance in

i the left-hand branch of y can change momentarily from R to 0 and

then back to R if the time constants in the circuit are critically

arranged. Fortunately, the tie-set hazard has no effect upon the

circuit operation, since a temporarily superconducting path cannot

unswitch current already flowing in the opposite branch. Neverthe-

less, a branch with a hazard in its cut-set, for which the resistance

I changes momentarily from 0 to R and back to 0, can cause incorrect

operation. For example, if box C in the left-hand branch of y? in

Fig. 5g is realized by the cryotron configuration of Fig. 10, then when

i x 1 ,y 1 ,y? : 1,0,1 , and x Z changes from i to 0, the branch becomes

I momentarily resistive if the x, cryotron becomes normal before the

iZ cryotron goes superconductive. If this occurs, some current may

be switched to the right-hand branch of the yj circuit. If enough

I current is switched, false operation can result. This cut-set hazard

I is indicated by the disjunctive circled 0's in Fig. 5f. This critical type

of static hazard is eliminated if appropriate cut-sets are added to

the circuit or if each branch is a series connection of cryotrons.

i (The circuit of Fig. 10, use. to realize the left-hand branch of 2

in Fig. 5g, is a parallel connection of combinationq of cryotrons.)

11gEssential hazards can also occur in sequcntial cryotron

I



184

Y1

Figure 10 -Circuit in which a static cut-set hazard exists.

ro 10o

Y 2  Y2 3 2

X2 2

Figure 11- Illustration of an essential hazard in the circuit of Fig. 5g.
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Iswitching circuits. This type of hazard, to be illustrated by an

J example, is especially bothersome in cryotron circuits. Since these

I circuits can have extremely fast switching speeds, the propagation

time of signals can be an appreciable fraction of the switching time

of a cryotron gate. This fact implies that significantly large

unwanted delays can exist in cryotron circuits. The probability

that essential hazards exist can be relatively large unless steps are

taken to prevent their existence.

Consider, for an example of an essential hazard, the case

I in which the circuit of Fig. 5g is initially in state y 1 8 y a 0, 1, and

I the inputs xl,x, are changed from 1, 1 to 1,0. Since x1 remains

constant at 1, the equivalent circuit of Fig. 11 may be used to study

the situation. Initially, i1 = 0, it = I o , cryotrons I and 2 are

0

I superconductive, and cryotron 3 is normal. When x? changes from

1 to 0, cryotron 1 should go normal and cryotron 3 superconductive

simultaneously. Assume, however, that the current representing x?

in cryotron 1 increases before the current representing x2 in cryotrons

I 2 and 3 dies out. As a result of the switching of cryotron 1 to the

I normal state, current i I will begin to increase exponentially,

i approaching I . If the time constant in the loop of i I is small, i 1

may increase rapidly enough to cause cryotron 2 to switch normalI
I
!
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and cryotron 3 to switch superconductive before the current x 2

becomes very small. This, in turn, causes i 2 to decrease exponen-

tially (approach 0) until the x current becomes small enough for

cryotron 2 to return to the superconductive state. If the time

constants are unfavorable enough, current i 2 can become very small

before the circuit reaches a stable state. This stable state is

essentially y, 8 y 2 = 1,0. Correct behavior would carry the circuit

to the state y1 ,y2 = 1, 1.

Ebsential hazards can be eliminated only by assuring

that certain time constants are relatively large or by inserting delays

in appropriate positions. This is a fundamental conclusion of Unger's

work. In the example the hazard can be removed by guaranteeing

that the current representing x2 becomes sufficiently small before

the current representing x4 c.xceeds a critical value, or else by

making the time cunstant of the loop of xZ sufficiently smaller than

that of either current loop i I or i..

CONCLUSION

A brief investigation of the relationship between synthesis

via the transition matrix and synthesis by means of the direct design
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procedure will indicate the significance of the former. Figure 12 is

a redrawing of Fig. le so that certain features are made prominent.

Figure 12 can be simplified on the basis of the following analysis.

Consider, for example, the block labeled xIy in the circuit in Fig. 12.

This block is to be resistive when x 1 = 1 and y = 0; under these

circumstances current will be shifted from the left branch of the y

circuit to the right. But if current flows in the left branch, then

y = 1, and the block xly cannot be resistive. As a result, that

block is superfluous. Another way of viewing this question is to

consider the x y cryotron as a latching device that prevents current

from flowing in the left branch whenever x = 1 and y should equal 0.

The box is unnecessary, however, because of the persistent current

property of the cryotron loop. Similar reasoning leads to the con-

clusion that the block labeled xzy in the right branch is also superfluous.

Elimination of these two blocks leads to the circuit of Fig. 3b.

In general, the simplification procedure just illustrated,

when applied to circuits designed by the direct procedure, will lead

to circuits very similar to those designed by the transition matrix

technique. The main advantage of design by use of the transition

matrix, aside from the simplicity of the approach, is more efficient

circuit simplification when "never occur" input conditions must be
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Figure 12 -Circuit of Fig. le redrawn.
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APPENDIX VIII

General Lumped-Constant Analysis
of Three-Branch Cryogenic Loops
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ABSTRACT

When a multi-branched cryogenic loop switches,

transient currents flow in all branches. This appendix derives

general expressions for these currents in a three-branch loop

in terms of branch parameters and examines the special case

in which all branch inductances and resistances are identical. It

is shown that under certain :onditions the presence of transient

back current can improve both the speed and power characteristics

of the loop.



1 197I
I INTRODUCTION

!
When a multi-branched cryogenic loop switches, the current

I leaving the branch becoming resistive will temporarily divide among

all other branches of the loop. Ultimately, current will flow only in

the superconducting branches, but in the interim, transient back currents

will flow in the other resistive branches. The nature of these back

I currents is important, for in signal branches they can be interpreted

as false outputs if they become too large. This report derives general

expressions for the branch currents in a three-branch loop, and

discusses some of the effects of the back current.

The analysis assumes that no voltage due to mutual inductance

I is induced during switching. It also assumes that the inductance and

f resistance in the loop may be treated as lumped parameters. If the

1 parameters are such that the branch resistances are matched to the

characteristic impedance of the films defining the loop, transmission-

I line effects must be considered.

1
IBRANCH CURRENTS

The loops considered will have three parallel branches, but

each branch will be a series connection of gates; i. e., no branch will

contain sub-loops with the possibility for persistent circulating currents.
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Such a loop is shown at the beginning of a switch in Fig. 1. The first

branch is initially carrying the entire supply current, I ., and this

branch becomes resistive at time t = 0. At this time the second branch

.is superconducting and the third branch resistive. The branch

parameters are the equivalent series inductance and resistance of

their respective branches.

Iis

LL 2L 3I 12 I3

Rt 3 q

Figure 1 - Three-branch cryogenic loop.
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The equations for the loop of Fig. 1 are

di I di Z
L +R l = L di (1)

dt dt

di3  di?
L3  + 3i3 = L 2 .- , (2)

dt 
dt

and

i1 +i 2 + i 3  I s . (3)

Applying the LaPlace transformation,

sL II(S)- sL L 2(s) + RIII(s) = LIIgo (4)

sL 3 13 (m)- sLI(s) + R 3 13 (s) = 0 (5)

s1z(a) = I - uli(S) - 813(s). (6)

Substituting (6) in (4) and (5),

s(LI+L 2 )II(S) + sL2 I3 (s) + RIII(e) = (Ll+L 2 )15 , (7)

s(Lz+L 3 )13 (s) + sLZ1 (s) + R 3 13 () = L 2 1S . (8)
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Solving (7) and (8) for Il(s) and 13(s) respectively,

I (s) = (LI+L2 )18 - sL I3 (s)
1 s(LI+L2 ) + RI (9)

LzI s - sL 2 I1 (s)
s(L 2+L 3 ) + R3 (10)

Substituting (10) in (7) and multiplying both sides by s(L2+L 3 )+R 3 ,

11(S) s2 (LI Lz+L I L3 +L) L3 )+ s( {LI+Lz)R 3 + (L+L 3 ) R I ) + RIR3 ]

=s(L I L+L IL 3 L L 3 ) + (LI+L 2 )R3 ] I s . (11)

Substituting (9) in (8) and multiplying both sides by s(LI+Lz)+Rio

13 (s)[ s 2 (L L?+L L3 +LL 3 ) +s( (LI+L ) R3 + (L +L 31 RI) + RR 3 ]

L2 R1 15 (,)

If

(LI+L 2 )R 3 + (L?+L 3 )RI
(LI L 2 +LI L 3 +L 2 L 3 ) (13)

and

. R (LL1 3
= (L LZ+L I L 3 +L 2 L 3 )1 (14)
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Ithen

I sI + (LI +L2 )R 31sJ I ( L L+ L L3 + L2 L3 )
s + as +

and

I L2RI I

13(s) (LI Lz+L I L3+LZL 3)

3(s)2 1 S+p2I
which can be written ;e

s+I ,(.)-I. C ~p .+,- ,+J ,- 7-) +

I
j (LI+Lz) R 3

(L1 L 2+ L1 L3+ L2 L 3)

(i 1 4jp)(u 4jp)(15)

and

I LzRI Ia

1 3 = (LI L2 +L I L3+LZL 3)(s) ijOp )(.+ -S +J(- -)

I (16)

I
I
I
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Making the inverse transformation,

F I.)fZlt (Z

e + e I s

+- )2 )t -1.E- t

4(t 12- 2 ( L L2 LI L3 L2 L3

(17)

i 3 (t) -

L R t

zii
[2 2:P ( 1 L 2  L L + L ] I e 4Is*P )

(18)

Substituting (17) and (18) in (3) and solving for i2

iz~t = ' - ~[e2 )t +

[ (L 1 +L 2 )R 3 + (LzL 3 )RI

4 4E)Z-0Z (LL +LIL +LzL ]

(19)
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Equations (17), (18), and (19) give the branch currents as functions of

the equivalent parameters of the branches.

I BALANCED LOOPSI
The branch current will now be evaluated for the special

case of a three-branch loop with equal branch impedances in which

current is switching from a resistive to a superconducting branch in

1 the presence of a third resistive branch which initially carries no

current.

L B L LfL.
1 2 3 (20)

R R R3 . (21)

Substituting (20) and (1) into (13) and (14),

a 4R, (22]
3L

and

23 = R

3L2  (23)

IThe three branch currents are given by (17), (18), and (19).

T Substituting (20), (21), (22), and (23) into (17, (18), and (19),
4.
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_R._. t R R--t
3-. L

= 5. ( e 3L + e )i s (24)

_ R__. t
3L

i 2  = (I-e ) i S

(25)

and

.R t  R t

i 3 = 0.5( e -e L )i s .
(26)

These currents are plotted in Fig. 2. The maximum back

current occurs about one and one half time constants after switching

and its value is less than 20 percent of the supply current, I . Thus,5

if the cryotrons are symmetrically biased (a reasonable assumption

in view of the present variation in transition widths), back current

could never cause a false output unless the effective transition width

were greater than 60 percent of the signal swing. Furthermore, even

if the transition region width is more than 60 percent of the signal

swing, false outputs do not inevitably occur, but further analysis

involving the time duration of the back current is required to determine

the exact effect.
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I 1.00

I . 0.75

0 
1

U.
40.50

z

0 00

TIME

I Figure 2 - Branch currents during switching of a three-branch loop.
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SPEED

Figure 3 compares the signal-branch currents iI and i2

from (24) and (25) with their values in a two-branch loop. The

presence of the third branch is seen to speed the fall of the falling

current and slow the rise of the rising current. This suggests the

use of a resistive shunt, e. g., aluminum, across the loop as

shown in Fig. 4. If the nature of the logic is uch that the output

is sensed by the absence of curr nt in a branch, e. g., in Fig. 4

A. B is sensed by no current iii lic top branch and A-Bis sensed by

no current in the middle branch, the effect of the back current in

the shunt is to increase the speed of the circuit by causing the

outputs to turn on more quickly.

Certain logical circuits, e. g., the OR tree in a memory,

are used in such a manner that they require a fast switch in one

direction only. They must recognize a certain condition with a

minimum of delay, but having done so there is no harm in their having

a relatively long recovery time before the next recognition. Under

these circumstances a shunt can be used advantageously even if

the output must be sensed in both branches, -. e. , by the presence of

current for some outputs and by the absence of current for others.

The shunt is placed across the defining gate (as opposed to output

gates) of the branch where current represents the time-critical signals.
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I 1.00

00 a -

U. 075 -
0

L 3 3- BRANCH LOOP
I 0.50 2-BRANCH LOOP

I 040 %----

0I %
S0.25

0I/ 3 L/R /

I TIME

Figure 3 - Effect of third branch during switching (balanced branch
impedance).
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A

NO CURRENT ASB

ALUMINUM SHUNT

Figure 4 - Shunted cryogenic loop.

A

I L-

ALUMINUM SHUNT

Figure 5 - Partially shunted cryogenic loop.
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JFigure 5 shows this configuration for a loop which recognizes A' B,

sensed in either branch, more quickly than A* B., Operation is

similar to the loop shown in Fig. 4, although the effect is not as

great as when the entire loop is shunted. While the shunting of a

I defining gate creates a subloop, in violation of one of the original

assumptions, the fact that the aluminum is always resistive prevents

any persistent circulating currents.

I POWER

I
j The presence of back current does not directly affect the

total amount of energy dissipated during switching of a loop, although

it does distribute the dissipation among the various resistive elements.

I From the conservation of energy

E d =E + Es - EG, (27)I d o

I where

Ed - total energy dissipated in the loop during switching,

I E= energy stored in the loop at time t=0,

I E s  energy supplied by the power supply during the switch,

E0= energy stored in the loop at time t=00.

With reference to Fig. 2, the energy stored in the loop at time t-0 is

(
I Eo =-LI s

I
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The energy stored in the loop at time t=00 is

1 2E = - LI .2i 2~ 
(29)

The power drawn from the power supply is

Ps = IsV(t),
(30)

where V(t) is the voltage across the loop. The energy supplied

by the power supply during the switch is

0o

E s = is V(t)dt.

0 d (31)

The voltage across the loop equals the voltage across any of the

parallel branches. In terms of branch 2,

d i 2

V(t) = L 2  -
(32)

Substituting (32) in (31),

00

or L1 odi

2
E s = L 2 1s . (33)

Equation (33) states that the energy supplied by the power supply

during switching is independent of all loop parameters except the

equivalent inductance of the superconducting branch to which the

current is switching. Substituting (28), (29), and (33) into (27),
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1

d i(L +L ) I .  (34)Ed = 1 2U s

j Equation (34) states that the total energy dissipation is not a function

j of the parameters in branch 3 and thus equals the energy dissipation

during switching of a two-branch loop (R 3 infinite).

Although the presence of back currents does not change the

I total energy dissipation, the back current, 13, flowing through R 3 will

I obviously dissipate some amount of energy. The result is that less

energy is dissipated in R I . From the standpoint of heating, this

means that the temperature rise of the gate going resistive will be

I less than in the two-branch case; some of the heat will be transferred

to the bath and substrate by the back-current branch.

The preceding discussion pertains to the direct effects of

back current on energy dissipation. There is also an indirect effect.

I In the above calculations it was assumed that one branch was always

superconducting, i. e., the branch going superconductive switched

gbefore the branch going resistive switched. If this is not true and all

branches are temporarily resistive, additional energy is drawn from

Ithe power supply. In a two-branch circuit with reasonable tolerances

jon the switching points it is quite possible to have all branches

I simultaneously resistive. Figure 3 shows that the presence of back

current tends to speed the fall of current in the previous output line



and slow the rise of current in the new output line. For normal biasing,

i. e., cryotrons biased superconducting, this has the effect of helping

insure "make before break. tO (The inverse is true if the cryotrons

are biased resistive. ) With reference to Fig. 3, if cryotron gates

are symmetrically biased, the two-branch loop will dissipate more

enry hn1 2
energy than (L +L?) I s unless all cryotrons have identical switching

points of exactly 0. 51, a practical impossibility. For a normally

biased three-branch loop this requirement is relaxed to 0. 5I * 20 percent.

(For resistively biased cryotrons the effect is to guarantee additional

dissipation unless these tolerances are exceeded. )

The action of the back current in insuring a "make before

break" and distributing the energy dissipation suggests the use of the

previously mentioned nonlogical resistive shunt to reduce gate

temperature rise during switching, as well as for the possible

speed advantage already discussed.
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CONCLUSIONS

The presence of transient back current in a three-branch

loop is to speed the fall of the falling current and slow the rise of the

rising current. If certain constraints can be followed during logical

design, therefore, back current can be used to increase the effective

circuit speed. The back current also has two effects on the loop

power dissipation. Although the total amount of energy dissipated

j during a switch is not changed, the dissipation is distributed between

J the falling-current branch and back-current branch. This reduces

the heating in the resistive gate which is driving the supply current

out of its original path. In addition, for normally biased cryotrons

Jthe offset between the falling and rising current helps to insure that no

1 additional energy is dissipated because of simultaneous resistance

in all branches.

I
I
I
I
!
!
I
I
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ABSTRACT

This paper describes a control system for testing an

experimental high-speed cryotron memory. The control system

utilizes 440 in-line cryotrons to provide an address generator, a

data generator, system synchronization, monitoring facilities,

and manual control. The logic of the system and the detailed

cryotron circuits are specified in a series of diagrams. The

operating speed of the system is summarized in a series of tables

and diagrams. The paper concludes with the derivation of equations

for the optimum fan-out of in-line cryotron circuits and some

tables for the optimum fan-out of certain typical circuits.
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INTRODUCTION

I
A control system for testing an in-line cryotron memory

was designed to provide the addresses, the information to be stored

in the memory, the reading and writing signals for the memory, a

memory-checking facility, and external system control and sensing

facilities. The initial form of the memory was limited to 16 one-bit

words so that the number of cryotrons would be kept small. The

number of cryotrons in the control is also intended to" be kept small.

With this in mind, the control was designed so that its parts could be

tested independently of one another and so that certain parts could be

tested in minimum configurations with the memory. The external

control provides the means by which an operator can start or stop the

system or its parts, load the various storage cells of the control and

vary the reading and writing rate. The sensing control provides the

means of observing the operation of the. system so that errors which

might be internally detected can be traced to their source.

Figure I is a block diagram of the memory and its control.

The functional subunits of the control are a clock (or stepping) pulse

generator, an address generator, a read or write control circuit, an

input shift-register, a serial unit adder, an output comparator, a full-

cycle detector, and external controls and observation terminals. The

system is intended to be operated one step at a time under push-button.



0L

.4

0 t!5 cc

0

I~~ujI

W0 I !W 00

T

0.

l-9
x

hi



223

control, continuously at a rate determined by an external signal, or

continuously under control of its own internal free-running cryotron-

constructed circuits.

The detailed logic and cryotron circuitry for the memory

control system are described in drawings that begin with condensed

logical diagrams, procced to detailed circuit diagrams for subunits

of the system, and end with an integrated circuit drawing for the

entire control system. The description of the circuits is followed

by a discussion of the physical layout for the memory control system.

This is followed by a discussion of the operation times for the system

and its parts. Finally, some of the factors important in the design

of high-speed cryotron circuits are analyzed.

SYSTEM SYNCHRONIZATION

This control system for the memory proceeds from one

state to the next in the following way. Assume that the system has

been halted so that all circuits have settled to a steady-state condition.

In this halted condition the state of the memory control system is

defined by the presence or absence of currents in the branches of

its circuits. The next state of the system is determined by the

present state of the system and the logic of the gates of the system.
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The state of the system is only allowed to change when certain signals

called clock signals are present. The clock pulse generator produces

two non-overlapping control signals. One signal is designated phase 1

with the label Cl, and the other signal is designated phase Z with the

label C2. Each of the two clock phases is fanned out from its source

through repeating amplifiers so that al the gates that are clocked

with the same phase receive their control signals as.nearly simulta-

neously as possible. These phase signals are used in such a way that

each signal may have a duration that can be varied from an indefinitely

long time down to a minimum that is determined by the logic of the

system and the operating times of the various circuits in the system.

Each phase signal is usually introduced into the logic of the memory

control system as one of two input control signals to a pair of AND-

gates. One of the pair of AND-gates controls the current in one branch

of a two-branch cryotron-circuit loop and the other AND-gate controls

the current in the other branch of the same circuit. Thus, these

clock-controlled (clocked) circuit loops cannot change state unless the

proper phase of the clock signal is present. The primary objective

of the non-overlapping characteristic of the clock phases is to insure

that the system will pass through a proper sequence of states, inde-

pendent of the duration of either clock phase signal and independent of

the duration of the absence of both phases.
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Thus either phase of the clock signal may remain on indef-

initely or both phases of the clock may remain off indefinitely. The

lower bound on the duration of the clock signals is set by the logic of

the system and the operating tizie of the cryotron circuits. The

minimum tine between the beginning of phase 1 and the beginning of

the next phase 2 is determined by the maximum circuit-path transit

time from gates clocked with CZ to gates clocked with Cl. The

inininium width of each clock phase signal is less than the interval

between the beginnings of successive phases. Each phase signal

must last long enough to completely switch all the circuit loops over

which it has direct control. This means that the clock signal does

not need to remain on while unclocked circuit loops that are controlled

by clocked loops are being switched. This type of clocking system

was chosen in order to provide wide latitude in the testing of the

entire system or any of its parts since it is expected that the circuit

design constants, circuit layout, and circuit operating conditions will

vary from one test situation to another.

I
!
!
I
I
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SYSTEM OPERATION

General

The complete memory test operation consists of an alter-

nating sequence of write cycles and read cycles. Each write cycle

consists of 16 writing operations and each read cycle consists of 16

read operations. Each write and read operation is divided into two

parts. One part .s controlled by phase 1 (Cl) and the other part is

controlled by phase 2 (CZ).

During phase 1 of a write operation, one bit is transferred

from the 16-bit shift-register to one of 16 memory cells, and a 4-bit

address is transferred from the address generator to the memory

word selector to choose the proper memory cell. During phase 2 of

the writing operation the address generator resets the circuits of the

memory, a unit is added to the address in the address generator. and

the shift-register is shifted one bit position. The 16 bits in the shift-

register are transferred to the 16 memory cells during a write cycle.

At the end of the write cycle the 16-bit pattern in the memory should

be identical with the 16-bit pattern in the shift-register.

During phase 1 of a read operation a 4-bit address from the

address generator is transferred to the memory and the selected bit

is read out through the memory output funnel to the comparator.
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Simultaneously, the corresponding bit is transferred from the shift-

register to the comparator. The comparator generates an error

signal if the two bits are unequal. This can be used to stop the

system. During phase Z of the read operation the address generator

resets the circuits of the memory, a unit is added to the address in the

address generator, and the shift-register is shifted one bit position.

Since reading the memory is nondestructive, the 16-bit pattern stored

in the memory remains identical with the pattern in the shift-register

throughout the read cycle.

The address generator continuously cycles through 16

different 4-bit addresses and the shift-register shifts cyclically in

a loop. However, the shift-register loop passes through a unit adder.

The adder starts the addition of a unit to the 16-bit number in the shift-

register at the beginning of the writing cycle and at no other time.

A carry can be stored indefinitely between writing operations.

Notation of Logical Diagrams

The logic of the memory-control system that is used in

1
writing is shown in Fig. 2. The notation used on logical diagrams,

such as this, is expressed by the interconnections among boxes that

represent two types of logical elements. One type of logical element,
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the AND-gate, is represented by a box that contains the symbol &.

The other type of logical element, the OR-gate, is represented by a

box that contains the symbol V. When the circuits that are repre-

sented by the logic are in a steady-state condition, all logical gates

are considered to be either on or off. AND-gates are on when all

their inputs are on. OR-gates are on when any one or more of their

inputs are on. Two input AND-gates and two input OR-gates can be

constructed out of in-line cryotron gates with two levels of control.

Two-branch cryotron circuits that have one two-level control gate in

each branch can be represented on the logical diagrams by a pair of

boxes, one above the other with two inputs per box. Since these two-

branch cryotron circuits must not have resistive gates in both branches

simultaneously (when they are in the steady-state condition) the corres-

ponding pairs of logical el ments should never be on simultaneously.

For this reason, many pairs of logical elements are designed so that

they operate as logical duals of one another. For example, if an

AND-gate has inputs A and B, the associated logical element is an

OR-gate with inputs A and B. Certain AND-gates are paired together

with a common clock signal (Cl or C2). The becond input to a clocked

gate is generally the logical dual of the second input to the associated

clocked gate. In order that the logical notation should not be mis-

leading the following cryotron-circuit operating conditions should be

I
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noted: A cryotron AND-gate becomes resistive when current flows

in both of its input control lines in a direction opposite to the direc-

tion of the gate current. The output current for this circuit is forced

to flow in the other branch (not containing this AND-gate) of the two-

branch circuit. The output current will remain in the other branch

even after the input currents to the AND-gate disappear unless it is

forced back into the branch containing the AND-gate by resistance in

a second gate in the circuit. The logical diagrams have been simplified

by leaving out the input and output connections of boxes that represent

the second half of a circuit that is to be formed from a pair of logically

dualized gates. This is dune whenever the addition of these lines does

not aid in the understanding of the logic of the system. Each pair of

boxes on the logical diagram can be considered to be in the 0-state or

the I -state depending upon which of the two boxes is on. An arbitrary

assignment of a correspondence between a particular state and a

particular logical gate condition is made at certain key pairs of gates

in a system and the correspondence between states and gate conditions

for the remaining gates follows from these. The logical diagrams are

arranged in most cases so that the pairs of boxes are considered to

be in the I-state when output from the upper box is on and the output

of the lower box is off, and in the O-state when the output from the

lower box is on and the output from the tipper box is off. The two-
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branch circuit that corresponds to a pair of logical gating boxes is

considered to be in the 1-state when current is flowing in the branch

that corresponds to the 1 -state output line of a pair of logical gating

boxe s.

f The Logic of the Address Generator

I
The address generator is a binary counter. It is represented

I by the four rows of pairs of gates in the upper left portion of Fig. 2.

VThe logic of digit 1, the least significant digit, is reprebented by the

top row of pairs of gates. The pair of AND-gates b and b in the

second column from the left in this top row, clocked with CZ, and the

pair of AND-gates dl and d2 in the third column from the left in this

top row, clh( ked with Cl, reprt..vo the to rage and inverting logic

for digit 1. During phase I (when Cl is on and CZ is off) information

is transferred from the gates bl and b in colunl| two to the gates dl

and dZ in columij three, while the gates bl and b in columtin two remain

I unchanged. During phase 2 (when C is on and CI is off) the dual of

J the information stored in the gates dl and dZ in column three is trans-

ferred into the gates bl and b - of column two while the gates dl and

d2 in column three remain unchanged. It is assumed, as indicated in

I Fig. 2, that the l-state of any of the pairs of gates of digit. 1 is

I
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represented by the top gate's being on and the bottom gates's being off.

The 0-state in one of the pairs of gates is represented by the inverse

condition. The pair of gates el and e2 in column 4 of digit 1

functions as the 1-state driver stage for the memory word selector.

The 1-state is represented by the top gate's being on. The pair of

gates fl and f2 in column 5 of digit 1 functions as the 0-state

driver stage for the memory word selector. The 0-state is repre-

sented by the bottom gate's being on. To insure that the 0-state and

the 1-state of digit I are never simultaneously sent to the memory,

the upper gate in column four and the lower gate in column five are

clocked with Cl while the other gate in both columns is clocked with

C2. Thus CI represents the memory address setting time period

and C2 represents the memory dddres. resetting time puriod. The

leftmost pair of gates al and a2 for digit 1 functions as repeaters

for the pair of gates dl and d2 of column thrue and repret.t-, the

transmission of the carry initiated by digit 1 to the other digits of

the address generator. The pairs of gates beneath those of digit 1

in columns two, three, four, and five provide the equivalent functions

for digits 2, 3, and 4. The pairs of gates on the left end of each rou

for these other digits provide the gating for their carry inputs from

less significant digits. The pairs of gates labeled k3 through k8

for digits 2, 3, and 4 prevent a carry fr,,n changing these digits
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a second time in the event that the disappearance of the carry signal

is delayed into the pairs of gates labeled a3 through a8.

It is desirable to reduce the propagation of the carry from

digit 1 to digit 4 so that the rate at which the address generator can

produce successive sets of 4-digit addresses can be increased.

This is accomplished by combining the value of digit I with the values

of the other digits that form a particular carry after the values of

the more significant digits have been combined. If the carry from

digit 1 to digit 4 were generated serially, the carry circuits would

require six gate pairs (six circuit loops), but the carry-propagation

time during Cl would be five loop-switching times. Instead, this

design utilizes seven gate pairs (seven circuit loops) and the carry-

propagation time during Cl is four loop-switching times. However,

one of the loops has a fan-out of six, while all other loops have a

fan-out of four.

Several alternative designs were considered for the address

generator. On the basis of speed alone, the fastest address generator

would be a 16-bit shift-register ring, such as the one used for infor-

mation storage. This would circulate one of several possible 16-bit

patterns. It could generate addresses at a rate of one every two loop-

switching times. Each loop in the shift-register design has a fan-out

(of two. The carry propagation time during CI (equivalent in function

I
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to the propagation of a carry from digit 1 to digit 4 in the binary

counter design) is reduced o a single loop-switching time. This

type of address generator was not used since it required about twice

as many gates as the binary counter. The input shift-register could

serve the double function of address generation and memory-input-

infomation generation, but this would severely limit the set of

patterns to be written into the memory. It should be noted that the

sequence of addresses generated by a shift-register would not follow

the binary number sequence although this does not constitute an

objection to its use for this control system. One 16-bit pattern

that would sequence through 16 addresses is

0000110100101111.

Other alternative address-generator designs that compromise

between the number of gates required and the speed of address genera-

tion are based on combinations of shifting rings containing fixed

patterns. One example of a compromise is the use of two 4-bit rings

each containing the pattern 0011. One of the two rings would shift at

a maximum rate, the other would shift only every fourth shift of the

first. The first ring would produce the two less signilicatit address

digits, the second ring would produce the two more significant address

digits. The signal that controls the shifting of the second ring is based

on an examination of a pair of digits in the first ring, such as the
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occurrence of a pair of ones in two adjacent stages. This signal

must then fan out to shift all four stages of the second ring. The

time required to fan out the shifting signal is equivalent to a carry

propagati on time.

'he I .Logic of th. Read-Write Control

Iit, read-writt coiatrol flip-flop is lot at- id o I lg. -1 ui t:it

row of g vt, .Just b ,jIw the addrt.-ss gene rat or. Thin ilil-flop I t ti .

,'x A tl d.t . A fifth addre digit of the addre.s gviicrat' " v~o ttl d flttction.

It k li-ts I' - - atc froj read tu write or fron writt- to rt.ad whi-iei ev.r a

trr. [ pIr pt va,'dt(d I') It troil~l fligil -! of th t lrt .

rhe L,,git oI tIr .tilt-I(.giste r awl kildt-r

'Ftit inph ul .,hift-r,.gi:,t,-r its li at,.d ii. Fig. , li tht. I I,

right. '[hi, -hift-rt.gi.sler has 16 stages but omly two art show il;

SROO atd SRO1. Each stage consists of two pairs of gales. The

input pair of gates of a stage is clocked with G. The output pair of

gate, of a stage is clocked with Cl. It is assumed, on Fig. 2, that

a stage is in the l-5tate when the top gate of a pair is on, amd that a

stage is in the 0-state when the bottom gate is on. During phase 1,

I
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information contained in the pair of input gates of each stage is

transmitted to its pair of output gates. During this time the pair

of input gates clocked with C2, which is absent, is not allowed to

change. During phase Z, information contained in the pair of output

gates of each stage is transmitted to the adjacent stage. Information

in the output half of stage SROO is transmitted to the input half of

stage SRIS, information in the output half of stage SRI5 is trans-

mitted to the input half of stage SR14, etc., and information in the

output half of stage SROI is transmitted to the input half of stage SROO.

The path from stage SRO to stage SROO passes through the summing

gates, SUI or SUZ and SU3 of the unit adder. If a carry had been

generated from the previous digit that passed through the adder, the

summing gates invert the value of the digit that is being transmitted

from SROI to SROO. If no carry had been generated from the pre-

ceding digit the current digit is transmitted from SRO to SROO

unchanged. The three pairs of gates that generate the sum for the

adder are not clocked. Thus the time interval between the initiation

of Cl and the initiation of C2 must be sufficient for the information

in SRO to be transmitted through the sum gates of the adder to the

input gates for stage SROO. The adder-carry stage consists of the

pairs of gates labeled CAI through CA5. These are in the lower

center of Fig. 2 just above the summing gates. Again a pair of gates
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is assumed to be in the 1-state when the upper gate of the pair is on,

and in the 0-state when the lower gate is on. The carry stage is

initially turned on by the propagation of a carry signal from digit 4

of the address generator by means of gates alZ and blZ when the

read-write flip-flop is in the read state. The carry flip-flop will be

kept on as long as the 1-state of stage SR01 of the shift-register is

maintained or until the write signal from the read-write flip-flop

disappears. The read-write flip-flop is changed from read to write

I by the same signal, glO, that initially turns on the carry stage.

IThe effect of the unit adder is to add one unit to the number

in the shift-register during each cycle of 16 writing operations.

Since the number in the shift-register is modified only by this unit

addition, the nuiber increases from 0 to 216_1 and then returns to 0.

Each of these patterns of 16 bits is written into the memory and then

read out and checked.

System Monitoring and Manual Control

-- The full-cycle detector is a flip-flop that consists of the

pairs of gates labeled FCl through FC4. It is turned on by the

1 -state of the carry stage at the end of a write operation and

jturned off by the end of the next read operation. The memory

I

i



control system will sequence through 16 write and 16 read operations

for each pattern in the shift-register, and the shift-register will
16

sequence through 2 patterns. Each read and write operation has

22
two phases. Thus the control system will sequence through 2

states before it repeats a state. When the system is running

continuously the full-cycle detector will be turned on once in each

complete control sequence and it will stay on for the next 16 read

operations. Its function is to provide a signal for an outside

observer to serve as a gross indication that the system is running

and the rate at which it is running.

Externally controlled means of clearing the control system

to a particular state (i. e., forcing any or all storage elements to

either the O-state or 1-state) are to be accomplished by individual

external control over the biases of both gates in certain selected

circuit loops.

External observation of the state of a selected set of

storage elements of the memory-control system is to be accomplished

by driving buffer-cryotron gates from the output of the storage elements.

These buffer cryotrons would not need to switch at a fast rate since

they do not feed their outputs back into the system, and their outputs

are only intended to be observed externally when the control system

has been halted and the circuits have settled to a steady-state condition.
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I

f. The Logic of the Comparator

I
There are two models of the memory that operate as

follows during reading. Memory Model A has an output funnel that

[ terminates in a single circuit loop. Current in one branch of this

[ output circuit loop indicates that the memory storage cell being read

is in the 1-state. However, current in the other branch of this output

circuit may indicate that the storage cell is in the 0-state or that

Ithe memory has been reset. Memory Model B has an output funnel

that terminates in a pair of circuit loops. One of these loops has one

branch that contains current when a storage cell in the 1-state is

being read. The other loop has one branch that contains current when

a storage cell in the 0-state is being read. The second branch of each

of these loops contains current when the memory has been reset.

The logic of the control system that is intended to operate

with Model A of the memory is shown in Fig. 3a. This figure does

not repeat the detailed logic shown on Fig. 2 of subunits of the

memory control that function during reading in the same way that

they function during writing. The comparator consists of pairs of

gates labeled COI through C04. It forms the unequals function of a

I bit from the memory and a bit from the shift-register. The com-

parator used with Model A of the memory forms the unequals of the

I
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single-circuit output of the memory and the single circuit output of

a delay line from the shift-register. In order to prevent the indication

of false errors a delayed and narrowed read signal clocked with Cl

gates the signals from the output of the unequals circuits into error

j storage circuits. Model B of the memory produces a 1-circuit output

and a separate O-circuit output, and both circuits are in a reset

condition during phase 2. Accompanying these Model B signals is

I-t st parate O-circuit signal and a 1-circuit signal, present only in

I. phase 1 and transmitted from the shift-register through delay lines

to the comparator. Figure 3b shows the logic of the test system for

the Model B Memory. The error signal can be used, under the option

I of external control, to stop the generation of clock signals and halt

Ioperation. The error signal is also transmitted outside the refrig-

Ierator for external error indication.

The maximum clock-signal repetition rate is determined

by two factors for each clock phase: first, the circuit loops in the

I system that have the longest switching time, and second, the greatest

time difference between any pair of signal paths that start in circuits

clocked with one of the phaset, pass through unclocked circuits, and

finally terminate in circuits clocked with the other phase. The

Isignal transit time through the circuit path from address generator

to memory storage cells is longer than the signal transit time through

I
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the circuit paths from the read-write flip-flop to memory storage

cells and from the input shift-register to memory storage cells.

Thus special delay lines are added in the latter paths so that these

differences do not slow down the clock repetition during writing

operations. The signal transit times through the circuits paths

from address generator through the memory to the comparator, from

the read-write flip-flop to the comparator, and from the shift-register

to the comparator are equalized by special delay lines in order to

increase the clock repetition rate during reading operations. Since

there is a longer natural delay in the memory circuit path to the

comparator, special delay lines are used in the other paths to the

comparator. These delay circuits require a switching rate capability

that is greater than the clock repetition rate if they are to be effective.

This can be achieved by making the delay line from a series of two-

branch cryotron circuits, each circuit having a fan-out of two. These

delay lines are not needed to make the system work but only to allow

the system to work at a faster rate.
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I THE IN-LINE CRYOTRON CIRCUITS

I GeneralI
This section describes separate circuit diagrams for typical

portions of each of the subunits of the memory control system. An

integrated circuit layout shows how the various subunits are arranged

I physically relative to one another and relative to the memory. The

individual circuit diagrams of the subunits differ from the same

circuit in the integrated system layout in the following respects:

1. The source of the clock signals and their proper fan-out

I is not indicated on the individual diagrams.

2. The gates in the individual diagrams are positioned so

i that the logic can be interpreted more easily.

3. The spacing between gates in the individual diagrams is

I uniform and does not allow proper space for wires that

I pass between the gates.

I 4. The interconnections among gates are not routed optimally.

5. The current sources and sinks for the various circuit loops

I are not interconnected.

I A considerable additional effort in the integrated circuit layout

g has been expended, first to position the gates and route the intergate

connections so that the system as a whole will operate at greater speed,

I
I
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and then to connect the current sources and sinks of the various circuit

loops in series in several separate chains so that testing for short

circuits will be possible.

Circuit Notation

The basic circuit notation is the same on all circuit

diagrams. Figure 4 may be examined as typical. Each gate is

represented by a rectangle. Each circuit is a loop with a dc source

and a dc sink, and is divided into two branches. Each branch of a

circuit loop contains one gate. All the lines on the diagrams except

the borders of the rectangles represent the paths of wires that join

pairs of gates together or supply the source or sink current to the

loops. Each of the lines is in reality a wire that has a width equal to

the width of a gate. The physical circuits represented by these

diagrams will provide insulation between the wires in different

circuit loops. The width of the separation between wires that lie

in the same plane is presently considered to be equal to the width of

the wiring. The insulation between control wires and gates and

between intergate wires that cross one another is much thinner than

the wire width. The complete wiring loop of each circuit consists

of two gates represented by two rectangles and the wire interconnecting
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them represented by the lines connected to the center of each end of

the rectangles. Ali arrowhead into one end of each rectangle indicates

the direction of flow of the current through the gate. The control wire

inputs to the gates are represented on the circuit diagrams by the lines

passing through the rectangles. These wires, equal in width to the

gate, pass ov r the gate in one of two levels. The inductance of the

control wire closer to the gate (the lower level) is less than that in

the control wire farther from the gate. Thus, the control wires of

circuits that must switch most rapidly because of their system

function are routed to the lower level. The arrowheads inside the

rectangle indicate the direction of current flow in the control lines

and also indicate the level intended for each control wire. The control

line with an arrowhead closer to the arrowhead that indicates the

direction of current flow through the gate is intended to indicate the

lower level control line. When the direction of current flow in a

control line is opposite to the direction of current in the gate, the

control line represents a logically positive input. When the direction

of current flow in a control is in the same direction as the current

in the gate, the control line represents a logically negative input

(an inhibit signal line). In the case of an inhibit line a circle is

placed on the control line inside the rectangle at the end that has a

gate current arrowhead. All rectangles imply AND-gate circuits
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except those rectangles that contain special symbols. A rectangle

that contains a plus (+) sign implies an OR-gate circuit. A rectangle

that contains an asterisk (*) indicates an AND-gate in which the bias

for that gate is to be under separate external control. Circled plus

signs ® indicate separate external bias control for an OR-gate. AND-

gate circuits are biased so that two positive control currents are re-

quired to switch the gate resistive. OR-gate circuits are biased so

that one or two positive control currents will switch the gate resistive.

An additional unit of bias current is required for each negative control

current input to a gate over that needed if all inputs are positive.

The Shift-Register Circuits

Figure 4 shows two bit-storage stages of a shift-register

identical with those used in the input shift-register. The information

shifts from left to right. Each of the stages contains two circuit

loops with two gates apiece. The input circuit of each stage is

clocked with C2 and the output circuit is clocked with Cl. Assume

that both Cl and CZ are off (neither clock signal is carrying current)

and that all the circuits have reached a steady-state condition with

all gates nonresistive. A dc signal is flowing in one and only one of

the two branches of every circuit loop. Assume that N, the circuit
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designation symbol on Fig. 4, is even and that current is flowing

in the 1-digit side of the circuits of all even-numbered stages and

that current is flowing in the 0-digit side of the circuits of odd-

numbered stages. Then, if the clock signal Ci comes on, the left-

hand output gate of stage N and the right-hand output gate of stage

N-i go resistive. No current is switched in the circuits, however,

since there is no current flowing through the gates that become

resistive. Next, let CI go off and after it has gone off let CZ come

oii. Under these conditions, the right-hanid input gate of stage N

and the left-hand input gate of stage N-i go resistive. In this case,

the current that has been flowing in these branches of the input circuits

will be driven over into the other brallch of these circuits. Thus, the

input circuit loop of stage N is switched from the I-state to the

0-state And the input circuit loop of stage N-I is switched from the

0-state to the i-state. During the next Cl signal, the output circuits

of all stageb will change state.

The Address Generator Circuits

Figure 5 shows two digit stages of a binary address generator

similar to those used in the address Venerator of the memory control

system. These stages are intermediate stages of a binary counter in
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which each more significant digit stage of a pair, such as those indicated,

changes state at half the frequency of the less significant stage. The

gates associated with the less significant digit N are in the bottom

row of Fig. 5. The gates associated with the more significant digit

N+l are in the top row of Fig. 5. The logic of the connections for

each gate of digit N is identical with the logic of the connections

for the corresponding gate of digit N+l. All digit stages, except the

first, of a binary counter would be identical with the two that are on

Fig. 5. The initial stage of the counter would be simplified since no

carry comes into it. The carries indicated in Fig. 5 are propagated

serially through the carry circuits of successive stages of digits. It

has been pointed out that some speed can be gained by distributing the

carry from digit 1 in a more direct route to the other digits. Gates

that generate the carry signals are shown in the four left-hand

columns of gates on Fig. 5. The address digit storage is maintained

in the six middle columns of gates. The gates that alternately drive

the memory-word selector, first with address-setting signals and

then with memory-resetting signals, are shown in the four right-hand

columns of gates.

The address-storage gates are divided into three parts. The

left-hand pair of the six address-storage gates in each row forms an

input storage circuit clocked with C2. The middle pair of gates forms
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l an output storage circuit clocked with Cl. The right-hand pair of

gates, clocked with CZ, prevents hazardous switching of the right-

hand pair of carry gates. During Cl, the output storage circuit for each

I digit is allowed to switch to the opposite state and is made to agree

Iwith the state of the associated input storage circuit. The input storage

circuits for each digit are held in their current state by the absence of

CZ. When the output storage circuit of digit 1, the least significant

I digit, changes from the 0-state to the 1-statt:, the change will propa-

I gate during Cl through the address carry gates. The state of

successive carry stages will change up to and including the carry

input circuit for the first digit state that is in the 0-state. Also,

I during Cl one of the pair of memory address driver circuits, the

right-hand side of Fig. 5, is switched from the reset state to the

I 1-state or the 0-state that is indicated by the associated input storage

circuit. The resulting address is transmitted during Cl to the memory

I word selector. During C2 the input storage circuit for each digit is

allowed to switch to the opposite state and is made to be equal to the

dual of the state of the associated output storage circuit if a carry has

been propagated to it from the next less significant digit stage. The

output storage circuits for each digit are held in their current state by

the absence of Cl. Also during CZ one of the pair of memory address

driver circuits for each digit is switched from the previous 1" or "0"
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state to the reset state. Thus, all memory address driver circuits end

up in the reset state at the end of phase 2.

The Adder and Full-Cycle Detector Circuits

The adder, its connections from the read-write flip-flop and

shift-register stage SROI, and its connections to the full-cycle detector

and shift-register stage SROO are shown on Fig. 6. The pairs of gates

that form the adder carry storage loop have been labeled CAI through

CA6. The pairs of gates that form the adder sum have been labeled

SUI, SUZ, and SU3. The pairs of gates that form the full-cycle

detector have been labeled FCI through FC4. The two pairs of gates

that constitute stage SROO of the shift-register have been labeled SROO.

The circuits formed from pairs of gates that contain asterisks, indi-

cating special individual bias control, are capable of being put into

either the 0-state or the 1-state by manual control of their bias. An

initial state for the system would be set up when the clock phase signals

are absent. Then, in preparation for continuous clocked operation,

the bias of these gates would be adjusted so that they would operate as

two-input AND-gates.

The adder carry storage loop is put into the 1-state by a

signal from the address generator (the same signal that switches the
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read-write flip-flop) and a read signal AND-gated together into the

a12 circuit during phase 1. Circuit a12 switches circuit b12 into

the 1-state during the next C2. Then circuit blZ switches circuit

CA4 into the 1-state. During the next Cl, which coincides with the

beginning of a write cycle, the CA4 switches the CA5 and CA6

circuits into the 1-state. The CA6 circuit is a repeater for CAS.

If the shift-register stage SRO1 is also in the 1 -state, circuit CA5

AND-gated with circuit SRO will switch circuit CAI into the 1-state.

This constitutes the generation of a carry bit to be propagated from

the least significant digit of the number in the shift-register to the

next more significant digit in the shift-register. During the next

C2 signal, the CA2 circuit will be put in the state that corresponds

to the state of the CAI circuit. The CA3 circuit will be put in the

same state if the write signal is on; otherwise the carry storage

circuit will be cleared to the 0-state. The CA4 circuit which picked

up the initial carry will transmit a carry that has been propagated to

it from the CA3 circuit. The carry loop will continue in the 1-state

until either a 0-state is indicated by stage SRO or until the write

signal disappears.

When the CA6 circuit is in the 0-state, the SUl circuit of

the adder transmits the 1-state of the SR01 stage of the shift-register

through the SU3 circuit to the SROO stage of the shift-register. When
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the CA6 circuit is in the 1-state, the SU2 circuit of the adder

transmits the dual of the 0-state of the SRO1 stage of the shift-

register through the SU3 circuit to the SROO stage of the shift-

register.

The full-cycle detector is considered to be on when

stages FC3 and FC4 are in the 1-state. This is accomplished by

a signal from CAZ switching circuit FCI and then FC2 into the

1-state when the read signal is on.

The Delay Line and Comparator Circuits

Figure 7 shows the circuit for a variable length cryotron

delay line. The length of the line is varied by selecting a particular

input circuit for the line. Three such input circuits are represented

by the three columns of pairs of gates on the left half of Fig. 7. The

gates on the right half of Fig. 7 represent three simple repeater

circuit loops for the delay line. An input circuit is selected by

appropriate settings of the bias control currents for the gates on the

bottom row of Fig. 7. The gates intended to be under external control

are indicated by the symbol D inside the gate symbol. The input

signal to the delay line is represented by the line labeled S and its

dual labeled S , which control the state of the bottom row of gates.
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In order to operate this delay line with a minimum delay, the bias of

the rightmost gate marked ® would be adjusted so that the gate

operates as an OR-gate. Thus, current on the S line would make

the gate resistive. The other two gates marked Dwould be biased

so that they could never go resistive. The minimum delay would be

five loop switching times. For maximum delay of 7 loop switching

times, the left-hand gate marked (D would be biased as an OR-gate

and the other two would be biased so that they could not go resistive.

This circuit is used to equalize the delay from the shift-register to

comparator and the delay from memory to comparator.

The circuits of the comparator are shown in Fig. 8. The

circuits COl, CO2 and C03 generate a signal that is on (C03 in the

I 1-state) when the value of the bit read from the memory is unequal to

the value of the bit transmitted to the comparator from stage SROO of

the shift-register. Circuit C04 transmits the unequal signal from

circuit C03 only when an appropriately delayed Cl and read signal

I are present. Circuits CO5 and C06 will store error signals that are

indicated by any 1-state of circuit C04.

I

I
I
I
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The Clock Pulse Generator Circuits

A logical diagram of the clock pulse generator is shown in

Fig. 9 and its circuit is shown in Fig. 10. This circuit consists of

a series of loops connected to form a ring. The number of loops in

the ring may be varied from a minimum of four to a maximum of six.

The 1-side of circuit K01 is AND-gated with the 0-side of circuit

K02 in circuit K09 to produce the Cl signal. The 0-side of KO

is AND-gated with the 1-side of KO2 in circuit K10 to produce the

C2 signal. An error signal which controls the K03 circuit can stop

the clock and thus halt the system. The external control over the

bias currents for the gates of circuits K04, K05, and K07 provides

the means by which the clock pulse repetition rate can be varied

between 8 and 12 loop switching times when the clock is free-running.

The external control input for circuit K07 provides a means of

external determination of the clock pulse repetition rate. The pulse

width of each phase of the clock is only adjustable to the extent that

the switching time of the KO2 circuit can be varied by adjustment of

its bias. The width of each clock pulse equals one loop switching time.

By means of external control over the bias of circuit K02, the ring

may be stopped with either Cl or C2 on. The ring may be stopped with

neither Cl nor C2 on by control of the bias of the circuit of K07.
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Figure 10 - Circuit for a clock pulse gene rator.
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PHYSICAL LAYOUT OF THE SYSTEM

The integrated circuit layout for the memory control

system is shown in Fig. lla and llb. The physical arrangement

of the memory (Model B) and control system is shown drawn to

scale in Fig. 12. The dimensions expressed ix inches represent

the size of the system if the gate and intergate wires are 0. 006

inch wide, if the spaces between gates and between wires are

0. 006 inch, and if the gate length-to-width ratio is 76. The dimen-

sions are also expressed in units of gate widths w and gate lengths 1.

If the gate width remains at 0. 006 inch but the gate length-to-width

ratio is reduced to 10, the height of the memory control system is

reduced from 3. 3 inches to 1. 7 inches.

This memory control system contains 440 gates. Since

all the circuit loops contain two gates, there are 220 loops. There are

approximately 100 gates per square inch when the gate length-to-width

ratio is 76.

SYSTEM OPERATION TIMES

The circuit operating times are based on assumptions that

I
were explained in detail in a previous report. In essence, the

inductance due to the gates and control lines, designated LI, is
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I
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Figure 12 - Physical dimensions of the control system.
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calculated for each important circuit loop. Also the inductance due

to the intergate wiring, designated L., is calculated for each impor-

tant circuit loop. The resistance of a normal gate is designated as R.

The total inductance of a circuit is designated by L. The time constant

of a circuit is calculated to be L/R equal to LI/R plus L./R. The

circuit operating time is taken to be two time constants (ZL)/R.

Table I lists the statistics for the circuits of the control

used with Model B of the memory that are used to determine the

system operating times. The time constants indicated in the three

right-hand columns of Table I are based on a gate length-to-width

ratio 1/w of 10, a gate width w of 0. 006 inch and a normal gate

resistivity p of (3) 10 "9 ohm meter. All the circuits listed in this

table contain two gates. One of the two gates was assumed to be

superconducting and the other resistive in the calculation of the

inductance L .

Table II lists the operating times for the important parts

of the memory control system. The information in this table was

derived from the information in Table I. The operating times are
-9

listed for three cases. For a gate resistivity of (3)10 ohm meter

the operating times are based on gate length-to-width ratios of 10

and 76. It can be noted that the operating times of the circuits based

on a gate length-to-width ratio of 10 are approximately double the
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Table I - Circuit Statistics and Time Constants

Number and conditiora Number Time constants
of controls of units in nanoseconds

Stage Lower Upper of intergate for I /w = 10 and
names control control wiring p =(3)10 -9 ohm meter

s n s n N L1 /R L2 /R L/R

K01 2 2 1 1 143 3.0 2.2 5.2

K02 1 2 2 1 171 3.2 2.6 5.8
K03 3 2 0 1 180 2.8 2.7 5.5
K04 2 1 0 1 82 2.1 1.2 3.3
K06 2 1 0 1 134 2.1 2.0 4.1
K08 1 0 0 1 43 1.3 0.6 1.9
KI0 2 2 0 0 200 1.9 3.0 4.9
C2L 2 2 0 0 82 1.9 1.2 3.1
C2K 2 2 0 0 312 1.9 4.7 6.6
C2N 3 3 0 0 204 2.7 3.1 5.8
Cz 2 2 0 0 90 1.9 1.4 3.3
f(7, 8)=A- 1 1 1 1 (81/3w)+643 2.2 10.1 12.3
Co 1 0 0 1 108 1.3 1.6 2.9
C03 1 0 0 1 28 1.3 0.4 1.7
C04 1 0 0 1 28 1.3 0.4 1.7
C05 2 1 1 1 (1/w)+629 2.6 9.6 12.2
e(9, 10) 2 2 0 0 50 1.9 0.8 2.7
f(l1, 12) 2 1 0 1 361 2.1 5.5 7.6
WW3 1 1 0 0 90 1.1 1.4 2.5
WW2 1 1 1 1 404 2.2 6.1 8.3

SRB 1 1 0 0 136 1.1 2.1 3.2
11 1 1 0 0 90 1.1 1.4 2.5
21 2 2 0 0 104 1.9 1.6 3.5
Ml 1 1 1 1 404 2.2 6.1 8.3
31 3 3 0 0 472 2.7 7.1 9.8
Y1 1 0 0 1 126 1.3 1.9 3.2
61 1 1 0 0 20 1.1 0.3 1.4
71 1 1 0 0 126 1. 1 1.9 3.0
81 1 1 0 0 459 1.1 6.9 8.0
91 1 1 0 0 90 1. 1 1.4 2.5
101 1 0 0 1 108 1.3 1.6 2.9
xi 1 0 0 1 20 1. 3 0.3 1.6

(continued)



268

Table I - (continued)

Number and conditiona Number Time constants
of controls of units in nanoseconds

Stage Lower Upper of intergate for 1/w = 10 and
names control control wiring p = (3)10- 9 ohm meter

s n s n N LI/R LZ/R L/R

51 1 0 0 1 28 1.3 0.4 1.7

RA 3 3 0 0 52 2.7 0.8 3.5

RB 1 0 0 1 126 1.3 1.9 3.2
R4 1 1 0 0 28 1. 1 0.4 1.5
R5 1 1 0 0 20 1. 1 0.3 1.4

R6 I 1 0 0 126 1.1 1.9 3.0
R7 1 1 0 0 20 1. 1 0.3 1.4

R8 1 1 0 0 126 1. 1 1.9 3.0
R9 I 1 0 0 20 1. 1 0. 3 1.4

RIO 1 1 0 0 126 1. 1 1.9 3.0

R11 1 0 0 1 402 1. 3 6.1 7.4

RX 1 0 0 1 28 1.3 0.4 1.7
R3 1 0 0 1 24 1.3 0.4 1.7
b(9, 10) 3 3 2 2 497 4.9 7.5 12.4

d(l, 2) 2 1 1 2 183 3.2 2.8 6.0
a(l, Z) 2 1 1 2 273 3.2 4.1 7.3

g(9, 10) 1 1 1 1 194 2.2 2.9 5.1
a(11, 12) 1 0 0 1 72 1. 3 1. 1 2.4
SROI.1 1 0 0 1 (21/w)+172 1. 3 2.9 4.2
SUl 1 0 0 1 102 1. 3 1. 5 2.8
SU3 1 0 0 1 112 1.3 1. 7 3.0
b(ll, 12) 2 1 0 1 360 2.1 5.4 7.5
CA4 1 1 1 1 138 2.2 2. 1 4.3
CA2 1 0 0 1 100 1. 3 1. 5 2.8
CA3 1 1 1 1 78 2.2 1.2 3.4
b(7, 8) 2 2 1 1 330 3.0 5.0 8.0

SROO. Z 2 1 1 2 175 3.2 2.6 5.8

a
s indicates a superconducting element, and n a normal (resistive) element.
All circuits contain one normal and one superconducting gate.
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Table II - Operating Times a for the Parts of the Control System

Gate resistivity p in ohm meters (3)10O9 (IZ)l 0 - 9

Gate length-to-width ratio (1/w) 10 76 76

Clock pulse generator (K101-KOZ-K03-K04) 39 24 6.0

Clock pulse generator, variation (K06-K08) 12 7.6 1.9

Clock amplifiers (KlO-CZL-C2K-C2N-C2) 47 24 6.o

Address generator drivers (f(7, 8) z A') 25 7.8 1.9

Memory word selector (4-pos. sel.) - (16-pos. ,el.) 28 16 4.0

Memory output-funnel (lst through 5th level output) 33 16 4.0

Comparator part I (CO1-C03) 9.2 5.8 1.4

Comparator part 2 (C04-C05) 28 11 2.7

Write delay to memory (e(9. 10)-f(1l, 12)-WW3-WW2-WI) 58 26 6.5

Information delay to memory (SRB-11-Z1-MI-WI) 51 23 6.8

Information delay to comparator, minimum (SRB-
11-21-31-Y1-61-71-81-91-101) 80 34 8.5

Information delay to comparator, variation (XI-51) 6.6 5.6 1.4

Read delay to comparator, minimum (e(9, 10)-f(11, 12)-
RA-RB-R4-R5-R6-R7-R8-R9-RIO-RII) 78 40 10

Read delay to comparator, variation (RX-R3) 6.8 5.4 1. 4

Maximum CI to CZ delay (d(l, 2)-a(l, 2)-g(9. 10)-a(ll. 12)) 42 22 5.5

Maximum C2 to Cl delay (b(9, 10)) 25 12 3.0

Maximum shift-register delay (SRO1. I-SUI-SU3) 20 9.4 2.4

Carry delay from counter to adder (b(ll, IZ)-CA4) 24 11 2.7

Adder carry delay (CA2-CA3-CA4) 21 14 3.5

The circuit operating time in nanoseconds is assumed to be equal to two
circuit time constants (2L/R).

I
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operating times of the circuits based on the longer gates. It should

be pointed out that the circuits were arranged on Fig. 11 so that a

minimum number of intergate wires traveled the length of a gate.

This arrangement favored the circuit operating time for the longer

gates. Table II also lists circuit operating times based on a gate

resistivity of (12)10- ohm meter and a gate length-to-width ratio

of 76. These circuit operating times are simply one quarter of

those when the gate resistivity is (3)10 "9 ohm meter and the gate

length-to-width ratio is 76.

Figure 13 shows a timing diagram for the entire system

that is based on information in the middle column of operating times

in Table II. The length of each box on this diagram is proportional

to the time delay through the box. The height of the boxes has no

significance. Figure 13 intends to show the timing relationship of

the various parts of the system. The delay indicated by each box

represents the maximum fixed delay through the box. Certain boxes

have a dotted end on them. This indicates additional delay that can be

added to the box under external control. This controlled variable

delay is available in order to more exactly match the delays of

various chains in the system to one another.

During writing, clock signals originate in the clock pulse

generator and are fanned out through the clock amplifiers to final
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clock pulse drivers. There are 16 final Cl clock driver circuits

and 17 final C2 clock driver circuits. These final clock driver

circuits are intended to simultaneously initiate signals in five

parallel chains that have a common destination in a memory storage

cell. These five chains are an address driver and memory word

selector chain, an information "0" chain from the shift-register,

an information "1" chain from the shift-register, and a pair of

write signal chains from the read-write control flip-flop. On Fig. 13

the two information chains are combined in one box, and the two

write chains are combined in a second box. The delays for the case

shown in this figure are 23 nanoseconds for the shortest chain and

26 nanoseconds for the longest chain.

During reading, signals again originate in the clock pulse

generator, fan out through the clock pulse amplifier, and are d.strib-

uted to four chains. One chain includes the path from the address driver,

through the memory word selector and output funnel, to the input, to

the comparator. A pair of chains intended to match the time delay of

the first chain originates in the shift-register, passes through delay

stages, and terminates as an input to the comparator. There is one

chain for "0" and a second chain for "1. " These two chains can be

varied from a minimum of 34 up to a maximum of 40 nanoseconds

under external control, and thus can be made to match the 40-nanosecond
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path through the memory. The memory and information chains

join in the comparator and pass through two circuit loops in the

comparator before they join with a fourth chain. The fourth chain

Iis a read-signal delay chain that originates in the read-write flip-

flop and terminates in the comparator. This read chain can be

Ivaried from a minimum of 40 up to a maximum of 47 nanoseconds

and thus can be made to match the delay of 46 nanoseconds for the

chain from the address drivers through the first half of the compa-

rator. The signal from the output of the comparator feeds back into

fthe input to the clock pulse generator. The rate of the clock pulse

generator is not limited by the path through the comparator since

it cycles through its own self-contained ring. If the clock is running

I at its maximum rate of one pulse every 24 nanoseconds, an error

detected by the comparator would stop the clock on the fourth clock

signal after the clock signal which had originated the detection of

the error.

The maximum clock pulse rate is determined by the maximum

delay of signals originating with one clock phase and terminating in

circuits clocked with the other phase. Table I lists a number of

maximum circuit paths for various subunits of the system. The

longest delay of the type that determines the clock pulse rate occurs

in the carry circuit path of the address generator. This path
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originates with circuit d(l, 2) and terminates with circuit a(ll, 12).
-9

The time delay of this path is 22 nanoseconds for p = (3)10 and

I /w = 76. The switching of the clock driver signals does not occur

simultaneously since the paths through the clock amplifier are not

quite equal. An analysis of these clock amplifier chains indicated a

time-delay variation from a minimum of 22 up to a maximum of

24 nanoseconds. In order to allow circuits controlled, directly or

indirectly, by one phase to settle to their proper state befoxe the other

phase occurs, the 2-nanosecond clock-driver delay variation is added

to the 22-nanosecond maximum circuit path of the carry for the

address generator to give a 24-nanosecond minimum timing between

clock pulses. The minimum circuit path for the clock ring is 24 nano-

seconds. The clock ring delay can be varied under external control

up to 32 nanoseconds. Still slower clock rates can be obtained by

bringing a clock trigger pulse in from an external source.

The variation in delays among parts of the system intended

to have equal delays is considerably worse for 1/w = 10 and the same

gate resistivity. In this case, the clock amplifier path delays varied

from a minimum of 4Z up to 55 nanoseconds for the same wire routes.

The variation of the delay among the clock amplifier paths increased

from a ±4% variation for I/w = 76 up to * 13% variation for I/w = 10.

This increase in time variation reflects the increase in the proportion
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of intergate wiring inductance (L 2 ) relative to the total circuit

inductance L as the length of the gate decreases.

TableIIIsummarizes the operating times for the entire

system and certain subunits of the system. Such subunits as the

address generator and shift-register can be operated together with

a clock pulse generator independent of the rest of the system. The

operating times for these subunits, indicated in TableIII, reflect

this assumption.

OPTIMUM FAN-OUT

Introduction

In most instances the detailed logic of a system can be

designed in a number of ways. Where system speed is of primary

importance, the optimum design may hinge upon the optimum choice

of fan-out. The succeeding paragraphs discuss the various factors

affecting the optimum fan-out and present pertinent calculations for

a number of representative cases. The discussion also considers

the effect of deviating from the optimum fan-out upon the speed of

a set of circuits and upon the number of circuits.

I
I
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Table III - Summary Operating Times afor the Memory and Control System

Gate resistivity p in ohm meters (3)10-9 (1 Z)l 0-

Gate length-to-width ratio (I 1w) 10 76 76

Memory write delay (4-pos. sel. )-(16-pos. sel. )-(storage) 3Z 19 4.7

Memnury read delay (4-pos. sel. )-(16-pos. sel. ).61 32 8.0
(output funnel)

System write delay (clock gen. )-(clock amplifier)-(write
delay from read-write control) 148 77 19

System read delay (clock gen. )-(clock amplifier)-(address
driver s)-(4-pos. eel. )-(1 6 -pos. eel. )-(output funnel) 172 88 22

System read and check delay (clock gen. )-(clock amp. )-
(address driver s)-(4-pos. eel. )-(16 -pos. sel. )-(output
f unnel)- (comparator) 209 105. 27

Minimum clock period (CI+CZ) 78 48 12

Maximum address generation periodb for address generator
(d(l.2Z)-a(l, 2)-g(7. 8)-a(7, 8)-b(7, 8 ) ) 57 28 7.0

Maximum shifting per.iodb for shift-register (SRO1. I -SROO. 2) 20 11 2.?

Maximum shifting and adding periodb for shift-register and
adder (SR01. 1-SIJ1-SU3)+(CA2-CA3-CA4) 41 25 6.2

a
The operating times expressed in nanoseconds are based on the sums of the
operating times of individual circuits listed in Tables I and 11.

b
Thb indicated operating times would apply if these subunits were operated
independently of the rest of the system.
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The calculations that follow refer specifically to in-line

cryotron circuits of the type described in the ninth quarterly

1
Lightning progress report. They are, however, in a general

sense applicable to other types of circuits as well.

The in-line cryotron referred to above has a two-path

loop consisting of:

1. one or more gates of length I in each path, each gate

being controlled by one or two signals plus the

necessary dc bias,

2. one or more controls (destinations of the loop signals)

of length 1.

3. loop wiring in length units w (width of line).

The values of the various types of delay that may be associated with

a cryotron loop are compiled in Table IV. They are based on the

operation time calculations on pp. 217-227 of the Lightning report.I

Delay of a Cryotron Loop

Basically, the delay of a cryotron loop Dloop can be

divided into three categories:

1. a constant delay A independent of fan-out and consisting

of gates or controls,
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Table IV - Delays of In-Line Cryotron Loop

Delay
Type of Delay Symbol (nanoseconds)

Normal gate of length I D 0.38ng

Superconducting gate of length I Dag 0.35

Upper control over a normal gate Dun 1.16

Upper control over a superconducting gate D 1.01
us

Lower control over a normal gate DIn 0.85

Lower control over a superconducting gate DIs 0.70

Length w of wiring D w  0.30 wT"
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2. a delay BIF directly proportiozJal to tl(, fa) -out and

consisting of gates or coiitrols where P' is the fan-out

and B a constant,

3. wiring delay.

The last category needs elaboration. The amount of delay contributed

by the wiring can be determined only b.y actually laying out systems of

cryotron circuits. The following factors, however, influence the

wiring length of a loop.

1. The wiring length of a loop is an increasing function of

the number of gates and controls in the loop and, hence, an increasing

function of the fan-out. The function, however, is less than linear

when wiring paths that connect a signal to its destination are selected

by means of a wire length minimization scheme. For example, to

connect a signal s from a source to only one destination d, the

distance sdI is used. However, to corinect a source to two destinations,

d and d., the minimum of the two paths, Sdld and sddl, can be

selected. With more destinations per signal, a greater choice of paths

and hence a smaller wire length contribution per connection is possible.

2. The wiring length of a loop is an increasing function of

the number of gates in the entire system of loops. The number of

gates in the system in turn is a decreasing function of the fan-out.

Moreover, if the fan-out is increased the number of loops decreases,
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the number of gates and controls per loop increases, and the wiring

length per gate and control decreases as pointed out in 1. The wiring

length is, therefore, a decreasing function of the fan-out.

As a result of these considerations, the assumption is made

that the total number N of wiring sections of length w is independent

of the fan-out. The wiring delay of a Loop ir nanoseconds becomes

D. =N 0. 30N W
wiring w w w 7"(.

The loop delay then becomes

D = A+BF+O.30N w(2)
loop w I

Equations for Optimum Fan-Out

The optimum fan-out is computed by minimizing the total

delay D tota of a pertinent signal through a series of cryotron loops.

The total delay is, of course, the sum of individual loop delays in

the series. In general, the various loops may perform different

logical functions, and thus their optimum fan-outs (and hence their

delays) may differ from each other. As a first step, however, all

loops in the series will be considered as performing the same logical
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function. If L is the number of loops in the series

Dtotal = LDloop L ( A + BF + 0.30Nw -. (3)

For optimum fan-out

d total LB +.( A + BF + . 30Nw ) = 0dtFtWT (4)

so that

A+O.-30N w

opt B (5)

where the subscript opt refers to the values at optimum fan-out.

Effect of Using Larger-Than-Optimum Fan-Out

In some cases, it may be desirable to sacrifice some

speed in a set of cryotron loops in order to reduce the number of

cryotrons in the set. For example, a system consisting of a number

of substrates of specified size contains inherent delays due to such

substrate connections. Using a larger-than-optimum fan-out in

various sub-systems may reduce the number of substrates. As a

result, the higher system speed resulting from the reduction in the
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number of substrate connections may more than offset the lower

sub-system speeds resulting from the increased fan-out.

To show the effect of increased fan-out on the delay

through a set of cryotron loops, the percent increase of delay

at some multiple of optimum fan-out over the delay at optimum

fan-out is computed for various multiples of optimum fan-out for

the cases presented below. At the same time, the corresponding

percent change in the required number of cryotrons is also computed.

Case I: Repeater

A single loop is to be replicated R times through a series

of repeater levels as illustrated in Fig. 14 and 15. At each level,

each loop fans out F times. Therefore,

L
R =F, (6)

mnR
L In R, (7)In F

dL -In R L
dF 2 F In F (8)F(ln F)
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and

+ F1  = Fopt (In Fopt - (9)

From Eqs. (5) and (9):

A+ 0.30N W
Fopt (In Fopt - 1) B = C. (10)

If the fan-out used is k times the optimum fan-out, the

percent increase in total delay Adelay becomes by means of

Eqs. (3), (7) and (10):

[ 1n r R 1 F
Ad 100 total =100 F ..

day LDtotal opt I R (BC + BFopt)

L In F opt

F(C+kF opt) In Fopt (C+Fot In F - + (k-1)(C+F 1
= 100 -p1 100 ,Fopt°op )opL(C+Fopt) In (kFop J L (C+Fopt) In (kFopt)

in F.o + k-1 k -
= n100 1.E t ) " .. n(. .°.J"100 (
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Similarly, the ratio of the number of levels becomes:

L = nFopt

Lopt I(kFOpt (1 2)

and the percent change in the number of cryotrons required A c

becomes:

A r 10 r 1 = 100 1( + 2
cr 2(F 1+ F 2 . +F -OPt)

c L p opt opt opt ]
L__

F(F-1
(F - )F (F -1) L_

= 100 L -1 =100 F o (F -1) -

F (F opt - )F ot (F-i) (F LOt 1
ptot opt Op
(F opt1)

=10k(F -1) 1 10 ( k) 1
= 0 (kF -1) -1= op - 1)1

L op ot J (13)

whee Ncr adNc r op art! thc niumber of cryotrons required with

non-optimuin and with optimum fan-out respectively.
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a. As a first approximation, let Dloop be equal to F units

of delay so that A N = 0. Then from Eq. (10)W

In Fop t  1, (14)

F = t= Z.7. (15)opt

b. Let each loop of Fig. 14 consist of:

I. one normal and one superconducting gate

(A = Dng + Dg = 0.73),

2. F lower controls over normal gates (B = Din = 0. 85),

3. wiring delay.

Resetting of the loop is assumed to be done by a separate resetting

a.
signal as described in the Proposal for Phase IV of Lightning.

From Eq. (10)
w

F (In F - 1) = 0.85 + 0.35N .
opt opt W (16)

c. Let each loop of Fig. 15 consist of:

1. one normal and one superconducting gate

(A = Dng + Dog = 0.73),

2. F lower controls over superconducting gates and F

lower controls over normal gates (B = Din + Din = 1. 55),

3. wiring delay.



Resetting of the loopis assumed to be done by the setting signal

acting as an input dual (control current is in the same direction as

the reset gate current).

From Eq. (10):

F (In F - I) = 0.47 + 0.193N w
opt pt W(17)

Case II: Funnel

A set of R mutually exclusive loop signals is to be

funneled into one loop through a series of levels as illustrated in

Fig. 16 and 17. At each level F loop signals are OR-gated into

one loop of the succeeding level. The number of levels is, therefore,

L. Eqs. (6) through (12) are applicable.

a. Let each loop of Fig. 16 consist of:

1. one normal gate and F superconducting gates for

resetting one gate and for OR-gating F input signals

(B =D = 0.35),sg

2. one lower control over a normal gate (the slowest loop)

of the succeeding level (A = Dng + Din = 1. 23),

3. wiring delay.

I

I
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Resetting of the loop is assumed to be done by a separate resetting

signal. As before:

w

F (lnF - 1) = 3.5 + 0.86 N w 1'
opt opt -(8 (18)

and

-,oo [ L-, l.1100[Nc:Pr ] (F+1 )(F +.+F-1)

N ~(F +1)(F 3ptl++F +1
cr Lp op ot p

=100 F 2(1 -k)1
klFop + 1)1- I

Lk opt Fopt] (19)

b. Let each loop of Fig. 17 consist of:

1. one normal gate and F/2 superconducting gates for

resetting one gate and for OR-gating F input signals
D

by means of F/2 two-input gates (B = 2sg = 0. 176),2

2. one upper control over a normal gate (the slowest

loop) of the succeeding level (A = Dng + Dun = 1. 54),

3. wiring delay.
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Resetting of the loop is assumed to be done by a separate resetting

signal. Then

Fopt (In Fopt -1) = 8. 7 + 1. 71N w  W
1 (20)

and

A~ ~ =10 LJ+~ .. l0~ I);FLz; + +F+1)ot
1c 00 cr I= 100 -

crNcrop t  1opt + (F L opt 1 + . +F +1)

lOO F 33(1 - k) 1

k(Fopt + 2) - 1- F (

opt (Zl)

Numerical Results and Conclusions

Table Vpresents the values of fan-out for the various

cases discussed. They indicate that the wiring delay, as assumed,

exerts considerable influence on the optimum fan-out. For example,

in the case of the repeater with separate reset signal (Ib), a length-

to-width ratio 1/w of 10 and a loop wiring length of 100w increase

jthe optimum fan-out from the no-wiring-delay value of 3.5 to 5.8.

I
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Table V - Optimum Fan-Out

N-

0 10 20 30 40 50

Case

Ia 2.7 .....

lb 3.5 5.8 7.7 9.3 10.8 12.3

Ic 3.2 4.6 5.8 6.8 7.8 8.7

Ila 5.3 9.6 13.1 16.3 19.3 Z2. 0

Ilb 8.0 15.0 21.0 26.0 32.0 36.0

TableVI shows quantitatively the effect of using a larger-

than-optimum fan-out on both the total delay and the number of

cryotrons. Two significant facts emerge: 1) the total delay

increases relatively slowly with increased fan-out; and 2) one

can increase the actual fan-out by a considerable factor before the

increase in delay fails to be compensated by a decrease in the

number of cryotrons. The latter consideration is especially

applicable to the funnel. Coupled with the fact that the funnel

has the larger optimum fan-out to begin with, a considerably

larger fan-out for the funnel than for the repeater is warranted.
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1 Table VI - Effect of Larger- Than- Optimum Fan-Out
~on Delay and on Number of Cryotrons

I Acr in%

F k F Adelay 
A i

optFopt Cases Ib Case a Case ib
and Ic

S+ 22 -33 -44 -50
4 + 78 -43 -57 -64

2 8 +178 -47 -b2 -70

16 +352 -48 -65 -73

1 2 + 15 -14 -23 -29
4 4 + 58 -20 -32 -40

8 +142 -23 -36 -45
16 +294 -24 -38 -48

2 + 12 - 9 -16 -20
6 4 + 50 -13 -23 -29

8 +127 -15 -26 -34

l lb +267 -16 -27 -36

2 + 11 - 7 -12 -16

8 4 + 47 -10 -17 -23
8 +118 -11 -20 -27

lb +252 -12 -21 -28

2 + 10 - 5 -10 -13

10 4 + 43 - 8 -14 -19
8 +113 - 9 -16 -22

16 +241 - 9 -17 -24

A-
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I ABSTRACT

I The use of multiple -control cryotrons permits the imple-

I mentation of all logic with 2-path circuits. This paper considers

I several nonexhaustive methods for the synthesis of such circuits. A

procedure in also presented for comparing the speeds of the circuits

produced by the different methods. A determination is made of the

method which appears most promising, and of additional modifications

which would enhance the results of that method.



il I INTRODUCTION

The realization of any large-scale cryotronic information

handling system will require a high degree of design automation.

IPresent technologies utilize automation largely for component mini-

Imization and bookkeeping. These purposes are also valid for cryotronic

systems, but an even more important need for automation is in the

placement of cryotrons on the substrate and in the design of individual

masks for fabricating the substrates. This is especially important

for nonrepetitive sections of the system, such as control.

The size and speed of a cryotronic system are dirr ,t

functions of the layout. Therefore, an optimum design will be obtained

I only through interaction between the synthesis and layout portions of

the automation program. This precludes the use of semi-exhaustive

synthesis methods which are concerned only with a minimum component

count.

This paper discusses several synthesis methods, presents

a procedure for comparing the speeds of the circuits produced by

these methods, and determines the synthesis method which will gener-

ally produce the desired results.
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MULTIPLE-CONTROL CRYOTRONS

The investigation of a new technology must include com-

parisons of speed and cost. A simple evaluation of cryotronic

circuits shows that competitive speeds probably will not be obtained

with the type of cryotron previously used, i.e., with gate width five

or six times that of control width. The slow operating speed is a

result of both the high inductance introduced by each control line

and the small portion of the gate which is driven resistive. For

example, consider a circuit in which 80 percent of the total length

consists of gates and interconnection lines and the other 20 percent

consists of control lines one sixth the gate width. The control lines

alone produce 60 percent of the total circuit inductance, and the

length of the resistive region is only 1/6 w, where w in the gate

width. If the control lines are made equal in width to the gates, the

total circuit inductance is halved, and the length of the resistive

region (and thus the resistance) ts increased six times, for an increase

of 12 times over the original circuit speed. The speed may be further

improved through the use of in-line cryotrons where the amount of

resistance introduced is also proportional to the length of the gate,

but where the length may be made much greater than the width. The

J.
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!I

SI increase in speed through the use of in-line cryotrons is particularly

striking when the circuits contain long interconnection lines.

Cryotrons with, unity crossings (control width equal to gate

width) and in-line cryotrons both have an inherent gain less than one,

I so that the current-carrying capacity of a gate is less than the control

I current required to drive all current out of a line containing a similar

gate. There exists, however, a range of gate currents from zero to

a value less than the current-carrying capacity of the gate where the

Iamount of control current required to introduce resistance increases

Imore slowly than the gate current decreases. This has been termed

a differential gain greater than one, and permits the use of bias to

obtain operating gains greater than one. The most practical means

I of applying this bias appears to be through the use of a separate bias

I line superimposed above the control line. If the amount of bias

current required can be made equal to the amount of control current.

both lines may be used as control lines so that resistance is intro-

duced only when both signals are present.

A further extension of this technique is the use of three

superimposed control lines, where the third line may be either

another signal line or a constant-current bias line. If the requirement

for introducing resistance is that the algebraic sum of the three

control lines be equal to two units of current, no additional restrittions
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need be made on the cryotron characteristics beyond those for the

simple two-control type. Further lines could also be added provided

the line width is very large compared with the total thickness of the

gate and control lines. Little additional flexibility is gained, however,

unless the discrimination is increased so that two units of current do

not introduce resistance but three units of current do. In light of

present and future fabrication tolerances, this increased discrimination

does not appear justified and in not considered in this paper.

Figure I illustrates the types of cryotrons used for the

implementations described in this paper. These cryotrons, with at

least two input (nonbias) lines, nay be either crossed or in-line with

no input restrictions except for the final type. In-line cryotrons

require that the net control current be unidirectional and opposed to

the gate current. Then, in order for the final type to operate properly

as an In-line cryotron, the input restriction must be added that if B

carries current, either A or C, or both, must also carry current.

For example, letAu X + Y, C = X1 + W, and B a Z. Since Xis

always 0 or I except for transients, either A or C is always on. The

cryotron is resistive for (X + Y)- (X' + W)" Z' a (XW + X'Y)" Z'.

Given a set of components such as those in Fig. 1, the next

thing to be determined is the type of circuit to be built with the compo-

nents. In the past, logic with single-control cryotrons has been
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+1 A+B Al- B I

0 A' B ABl

-2 A'" B' A+B
-3 A'+Bl AB

C AB+AC+BC A'B'+A'C'+B'C'

I a. Currents A and B additive.

I x Resistive Superconductive

I +2 A+B' A'- B
+1 A* B' A'+B
-1 A'. B A+B'
-2 A'+B A- B'

C A- B'- C A'+B+C'

b. Currents A and B subtractive.

Figure I - Multiple-control cryotrons with 2 or 3
distinct inputs.
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formed largely through the use of tree circuits, where the supply

current is steered to the proper output through the use of a pair of

cryotrons similar to relay transfer contacts. I The advantage of the

tree circuit is the ease with which a function may be hand-implemented.

The disadvantage of the tree circuit is the large number of inner loops

that result when the number of input variables increases. These

loops not only greatly increase the switching time, 2 but also cause

large transient currents when the inputs are changed, which in turn

may cause false outputs.

An alternate to the tree circuit is a 2-path circuit, similar

to a cryotronic flip-flop. The advantages and disadvantages of the

2-path circuit are opposite those of the tree circuit. Switching time

is dependent on a single time constant and false outputs cannot occur,

since current may flow in only one of two paths, depending on the

previous history of the loop and the path in which resistance is

introduced. On the other hand, designing with 2-path circuits can

be difficult for a person. Since this paper is concerned with machine

methods of synthesis, however, this disadvantage is of little

consequence.

Single-control cryotrons may be used to produce 2-path

circuits with a reset-type logic. 4 This method has a reset cryotron

in one side of the circuit and cryotrons in series in the other side for
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setting. Reset-type logic may be used well for the design of a set

of n-way AND's, such as a selector switch. The difficulty arises in

the implementation of OR's, since a timed series of reset pulses is

required which will introduce resistance in both sides of the circuit

Iunder certain conditions. This problem is alleviated somewhat through

the use of multiple-control cryotrons.

Two-path circuits may be easily formed with multiple-

control cryotrons. Figure 2 shows one way in which all tw6-variable

I functions may be formed in a single level. Note that only one half of

the two input loops is required in this particular implementation.

SI This may reduce the area required for interconnections, especially

for cryotron circuits constructed in a bifilar manner.

I The exclusive-OR function is the only one in two variables

SI which requires four cryotrons in order to be implemented in a single

level. This function may also be formed with two cryotrons in two

levels provided A'B' and AB (or AB' and A'B) are required in addition

to the exclusive OR. Figure 3 illustrates one way of forming this

function. In the event that the exclusive-OR function is to be ANDed

I with a third variable, this may be done with the same number of

cryotrons, as shown in Fig. 4. In this case, the pair of inputs avail-

I
I
I
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Figure 2 -Complete two-variable functions with multiple- control
cryotrons.
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Ii = (A I'B'')'" (AB)'--(A+B)'(A'+l"
A=B AB+

V AB + AB

I -

2

Figure 3 - Alternate implementation of exclusive-OR function.

TI

A'+B 
C

I

-MB'
f A'B)C + (AB')C + (A'B)'(AB')

= AB+ AB1)C

Ii A'BAV= (A+B')C'+(A'B)C'4.(A+B')(A'+B)

IIf = (A+B'+A'+B)C' + AB + A'B'

Figure 4 -Implementation of (AIB + AB')C.
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This paper will not attempt to prove that 2-path circuits

are always better than tree circuits (which they are not), or that

they are always faster than tree circuits. Two-path circuits have

been adopted as a design philosophy and have been used as a basis

for the methods of synthesis to be investigated.

METHODS OF SYNTHESIS

The general problem of synthesizing a Boolean function

with a minimum number of components or with a minimum cost has

received considerable attention. One such approach has been de-

scribed by Roth in the IBM Journal of Research and Development.

Given a set of building blocks, with a non-negative cost for each

block, how can a particular function be realized with a minimum cost?

This approach is valid if the cost ratio of component to wire is large

and could be modified to produce the fastest circuit if the operating

speed is largely dependent on delay in the individual components.

Neither of these conditions is satisfied in a cryotronic system.

A cryotronic substrate is fabricated by depositing layers

of metal and insulation. The difference between the fabrication of

a cryotron gate and an interconnecting wire is in the choice of metal

which is deposited at that position. In addition, the effect of a gate
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on the operating speed of a circuit is essentially equivalent to an equal

[ length of interconnecting wire. Therefore the optimum implementation

of a cryotronic system in terms of cost, size, and speed is dependent

on the over-all layout of the system rather than the number of components.

I [Inasmuch as the selection of a final design must include the

Iphysical layout, the method of synthesis should be adapted to the technol-

ogy in a manner which will simplify the synthesis and still yield the

best results for most cases. This simplification is necessary since

i i the actual implementation may require a different synthesis than would

1! be derived simply on the basis of component count.

Direct Implementation

IThis method represents the most obvious means for

implementing a function, and is included largely as a reference

point for the other methods.

The function and its inverse are both expressed as minimum

sums of products. Each term in these sums is divided in half, then

in quarters, and so forth until each subterm contains no more than

two input variables. Then each subterm may be implemented by a

two-cryotron 2-path circuit. These stibterms are then combined in

similar circuits until one half of each term in the minimum sums has
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been generated. The final function is formed by combining the half-

terms as a "two-input AND" cryotron and placing these cryotrons in

series.

Direct implementation will generally produce a minimum

number of levels for a given function, namely the integer portion of

log 2(n-l) + 1, where n is the number of variables. The disadvantage

of the method is that the final circuit contains as many cryotrons as

there are terms in the minimum sums for the function and its inverse.

Expansion

The standard expansion formula is used in this metho4 to

eliminate one variable at a time from the original function. This is

performed in the following manner:

f(A., C. D# .... ) N Agf, + A, f?,

where fI is the result of setting A a 0 and A' a1 in the original function

and simplifying, and f, is the result of setting A a 1 and A' n 0 in the

original function and simplifying. The inverse of the function is simply

A, " fl, + A- .

Then if both fl and f2 are nontrivial functions, i. e., neither 0 nor 1.

the final stage consists of a 2-path circuit with two cryotrons in each

path.



I313

II The reduced functions fl and f? are next operated on in a

I similar manner, and the process is repeated until the resultant functions

have no more than two variables. Each subcircuit is then a 2-path

circuit with no more than four cryotrons, and the function may be

formed with no more than n-1 levels, where n is the number of

I variables.

The expansion method is likeiy to produce optimum results

under any of the following conditions:

1. When the final variable to change is known in advance.

I If that variable is the first to be eliminated from the function, the

I proper output from the function will appear after only one stage has

I switched.

s e 2. When the load on a single variable must be minimied

i regardless of the effect on the other variables. If that variable is the

Ifirst to be eliminated, it will control only four cryotrons, regardless

of the complexity of the total function.

3. When the subfunctions which result from expanding

I about a single variable contain less than n-l variables. This is often

the case when only one variable appears in every term of the minimum

sum. The additional variables which are eliminated do not have to be

the same in the two subfunctions in order for the reduction to be

significant.



34

4. When the subfunctions which result from expanding

about a single variable are complements of each other. Although

this seems an unlikely condition, five percent of the classes of

four-variable functions satisfy the condition.

It should be pointed out that even though the expansion

method may not generally produce optii~num results, a single

application of the expansion formula prior to the general method

may prove beneficial when any of the above conditions is met.

Two-Variable Expansion

This is a direct extension of the expansion method in

which two variables are eliminated at each level. The means for

this elimination is the following formula:

f(A.B,C,D,...) *(AB')'f I + (A'B)'f 2

+ (AB,). f3 + (AB). f4 '

where the following substitutions are made in the original formula

to determine the f I':
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I
IA A' B B'

I 1 0 1
0 10 1 0

f 1 0 013

If 41 0 1 0.

IThen if all four subfunctions are different and nontrivial, the final

I stage consists of a 2-path circuit with four cryotrons in each path.

I The reduced functions fI to f 4 are next operated on in a

similar manner, and the process is repeated until the resultant

functions contain no more than two variables. Zich subcircuit is

then a 2-path circuit with two to eight cryotrons in each circuit. The

I entire function is formed with a maximum number of levels eqbal to

the integer portion of (n-l)/2 + 1. where n is the number of variables.

Reduction in the number of cryotrons required for the

I implementation of a function is obtained when any of the following

I conditions exists (in approximate order of importance):

1. When two of the subtunctions are equal. This not only

reduces the number of subfunctions to be formed, but also reduces

the number of cryotrons in that stage and the number of coterms which

I must be formed. If the coterms corresponding to the subfunctions are

unit distant (e. g. AB and AB'), the equivalent logic is performed by aI,
!
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single cryotron (A* fl). If the coterms are not unit distant (e. g. AB'

and A'B), the equivalent logic may usually be performed by a three-

control cryotron0 where two of the controls are the inverses of the

remaining coterms (A +B and A' + B'). In either case, six cryotrons

are eliminated in addition to the reduction in the number of subfunctions

to be formed.

2. When one of the subfunctions is equal to I or 0. This

has the effect of reducing the required number of subfunctions and

eliminating three cryotrons. one in that stage since the coterm will

appear either in the 1 or 0 side but not both, and two in the formation

of the coterm° since it may be formed directly in that stage.

3. When one subfunction is the complement of another.

This reduces the number of required subfunctions.

4. When two subfunctions consist of single variables and

their coterms are unit distant. This is a condition which normally

occurs only near the end of a reduction, and eliminates only two

cryotrons. For example, (AB')C + (AB)D would require eight

cryotrons, but A(B'C +BD) would require only six cryotrons.

Majority Logic

Cohn and Lindaman6 describe a method in which a

Boolean expression is transformed into a majority logic expression.



1~317

IThere are two reasons for believing that this method might prove

Ibest for use with cryotronic systems. The multiple-control cryotron

i is basically a threshold device having a threshold of two. Therefore

if the cryotron has three controls, the majority function may be formed

with a single cryotron. In addition to requiring only a single cryotron,

the inverse of a majority function could be formed by using the inverse

g of the inputs to the original function.

This method performs the decomposition through the use

of one of the following formulas:I

f(A, B. C, D...) = (A#Bffabl )(A$B'fabs10fab

I = (A#B' fab)1 (A' #Bffab)ffab,

i (AIBffab)#(A'#B#fab)#B'

* (A'#B#fab)#(B'#C#fbc)#(C'#A # fca,

where AIBIC = A B + A- C + B" C, the standard majority function, and

where fab in formed by setting B A and B' a A', and tabi is formed

by setting B f At and B' a A, etc. The final stage is then a 2-path

circuit containing a single three-control cryotron in each path with

inputs as indicated in the formulas.

The subfunctions are next operated on in a similar manner.

and the process is repeated until the resultant functions have no more

than two variables. Each subcircuit is then a 2-path circuit with two
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cryotrons (with the exception of the exclusive-OR function of two

variables, if required), and the function may be implemented with

no more than 2(n-l) levels, where n is the number of variables.

The choice of which of the four formulas to use for a given

function is largely dependent on the complexity of the subfunctions.

The complexity can best be measured by the number of logic levels

required for implementation. If the two subfunctions differ in

complexity, one of the first two formulas should be used, Ao that

the more complex subfunction serves as the third input to the final

cryotron. If the two subfunctions are essentially equal, any of the

first three formulas will produce comparable results. The fourth

formula may produce better results when the number of variables

increases, but no four-variable function has been found for which

this is true.

EVALUATION METHODS

Methods for implementing a given function with cryotrons

may be compared in two ways - in size and speed. In order to make

a rigorous comparison, a complete layout is required. An acceptable

preliminary comparison may be made by considering the number of

cryotrons required and the character of the circuit.

i
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I
I The size of a cryotronic system is largely a function of

II the substrate area required, since the height of a cryotron structure

is small compared to its other dimensions. The substrate area is in

I turn a function of the number of cryotrons and the interconnections

required between functional blocks. Since this paper is concerned

II only with implementing a single functidn at a time, the number of

cryotrons represents a first approximation to the size of the block.

I The absolute speed of a cryotronic system is a fuinction of

parameters which are determined during the fabrication and operation

I of a specific system as well as the specific layout. When comparing

alternate methods of performing the same function, the comparison

need only be in relative rather than absolute terms.

I The switching speed of a circuit is of the form nL/R,

where n is determined by the percentage of current which must be

iswitched before resistance is introduced in the next circuit and R

is the amount of resistance introduced in the present circuit. For

[ a 2-path loop, the effective inductance L is simply the total inductance

of the circuit. Assuming a constant n and R for the entire block,

which amounts to assuming the same operating characteristics for all

cryotrons, L is a measure of the speed of 2-path circuits.

IThe methods of synthesis described all produce a set of

I 2-path circuits. When an input variable changes, a chain reaction is

'I
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started which results in the output of the block either remaining the

same or changing. Assuming that the individual inputs are equally

loaded outside the block, the maximum switching speed is determined

by the maximum inductance which must be affected. With 2-path

circuits, this inductance consists of the inductive load placed on the

input by the block and the sum of the inductances of the individual

circuits comprising the chain.

The inductance of a circuit is composed of two main parts -

that introduced by the gates and controls, and that introduced by lines

connecting the gates and controls. The interconnection lines contrib-

ute a nonnegligible amount of inductances to the circuit. It appears

reasonable to assume, however, that the length of interconnection

line required is proportional to the number of gates and controls in

the circuit. This permits circuits to be compared relatively on the

basis of the inductance introduced by their gates and controls.

The inductance of a superconducting line has been expressed

precisely as a function of the basic parameters of the materials

concerned. 7 These formulas may be simplified considerably if the

thickness of the line is greater than or equal to four times the effective

penetration depth of the line material. If, in addition, the cryotrons

are considered to be dimensionally equal and insulation thicknesses

are equal, the inductance is a function only of the thickness and
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I
I

materials in and between the line and the ground plane.

A cross-section view of an in-line cryotron is shown in

Fig. 5. Based on the preceding assumptions, the inductance of a

line may be expressed as a constant times another term which will

i I be called the electrical separation between the line and the ground

,plane. Table I lists the formulas to be used, depending on the

specific line and the state of the cryotron gate. Note that the

electrical separation may be greater or less than the physical

Iseparation.
The electrical separations for the various lines are shown

in Table II, based on a presently attainable set of parameters, ex-

Ipressed both in angstroms and normalized with respect to the

Ielectrical separation of the gate. Either set of values could be used

Ifor computer evaluation, but both become unwieldy for hand calcu-

Ilations. For this reason, the integer values of 1, 2, 3, and 4 have

been chosen to represent the respective lines of the cryotron. The

Ipercentage deviation of these integers from the actual values is also

shown in Table II.

The chain length or path length may now be represented as

the sum of the normalized electrical separations of the individual

gates and controls in the chain. The speed of a block is the maximum

path length from input to output, and the best implementation in terms
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Figure 5 - Cross-section of in-line cryotron.

I



323

Table I - Formulas for Electrical Separation
between Line and Ground Plane a

Gate Superconductive Gate Resistive

Gate Xsn + Xpb + h 1/3d + Xpb + h

First Control 2Xsn + 2 Xpb + 2h d + ZXpb + 2h

Second Control 2 >sn + 4Xpb + 3h d + 4 Xpb + 3h

Third Control 2 xsn + 6Xpb + 4h d + 6X + 4h
an pb

a A = effective penetration depth

h = insulation thickness
d a gate thickness.

Table II - Electrical Separation between Line and Ground Planea

Gate - Superconductive Gate - Resistive

Percent Percent
Actual Normalized Deviation Actual Normalized Deviation

Gate 7000 1.00 0 7500 1.00 0

First
Control 14 000 2.00 0 17 000 2.26 -13

Second
Control 20 000 2.86 +5 23 000 3.06 - 2

Third
Control 26 000 3.71 +7 29 000 3.86 + 4

a In angstroms. Assumed values are Xsn = 1500

xpb = 500
h = 5000
d = 6000.
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of speed is determined by the minimum of the maximum path lengths

of the various blocks.

SAMPLE PROBLEM

The best way to understand the various methods of synthesis

is through a sample problem. All of the methods require operation

on the given function with several combinations of the input -variables.

If the function is partially symmetric, i. e., if the function is not

changed when one variable is interchanged either with another variable

or with the inverse of another variable, the number of combinations

which must be tried is reduced.

The following four-variable function was chosen to illustrate

the methods of synthesis:

f a A'B'D' + A'CID' + B'C'DI + BCD,

V = BC'D + B'CD + BCD' + AD'.

This function is symmetric about B and C, as can be seen by inspection.

Direct Implementation

The direct implementation of a four-variable function

would normally require three divisions into two sets of two variables.
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Since B and C may be interchanged, two of the divisions are equivalent

and only one of them need be performed:

AB/CD f a (A'B')D' + A'(C'D') + B'(C'D) + B (CD),

' = B(C'D) + B'(CD) + B(CD') + AD'.

AC/BD equivalent to AB/CD.

AD/BC f = (A'D'I)B' + (A'D')C' + (B'C'I)D + (BC)D,

P = (BC')D + (B'C)D + (BC)D' + AD'.

Since this method is included mainly for reference, the

choice of the division to be implemented was made on the basis of the

number of cryotrons. This may be readily determined for four

variables by observing that the final stage of a particular function

will have the same number of cryotrons regardless of the division.

The minimum number of cryotrons is therefore determined by the

hminimum number of different subfunctions within the parentheses.

There are five different subfunctions in each division so that the same

number of cryotrons is required. Note that in f' for the division

AD/BC, the term AD' is not in parentheses since it may be formed

with a single cryotron in the second stage versus two cryotrons in the

first stage.,

A block diagram of the implementation of division AD/BC

is shown in Fig. 6a. The block diagram has been drawn in terms of

I



-1 r

f F I
- 4.-

4.

-4I-

> .9



327

1|

positive logic in order to clarify the logic flow, whereas the use of

f cryotrons is a type of negative logic. Lines with arrows leading into

a block are direct inputs and lines with circles indicate that the inputs

are used to overcome bias lines.

I Figure 6b is a compressed block diagram which is concerned

I not with the actual logic being performed but with the origin and desti-

nation of the cryotron inputs. A two-input AND, for example, is

represented by two lines leading into a single block containing the

Inumber 2. This number represents both the number of cryotrons in

I the circuit and the sum of the electrical separations of the individual

cryotron gates. Since the circuit contains two cryotrons with two

inputs each, there are two first controls and two second controls.

The electrical separations associated with these controls must total

1 10 and must be distributed between the two inputs either 5/5 or 6/4.

If each cryotron had three inputs, the total separation would be 18

and the possible distributions among the three inputs would be

6/6/6, 5/6/7, 5/5/8, and 4/6/8. The determination of whether a

control should be a first or second control is largely a matter of

I trial and error. The desired result is to reduce the maximum path

length as much as possible. The figures in this paper represent

what is felt to be the best result for each implementation. The

I number of cryotrons used in an implementation may be easily

I
!
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determined by summing the squared numbers in this diagram.

Eighteen cryotrons are used in this example.

The maximum path length is determined with the aid of a

further compression shown in Fig. 6c. The circled number associ-

ated with each input is the sum of the separations of the controls

supplied by that input. Each inner circled number is the sum of the

separations of the gates and controls for one circuit. The circled

number to the right of the diagram is the sum of the separations

of the gates in the final stage. The maximum path length for each

input is found by adding the circled numbers for all possible paths

between that input and the output. The maximum number represents

the maximum path length. The largest path length thus determined

represents the speed of the implementation, in this case, 36.

Expansion

The application of this method to a four-variable function

would normally require four initial expansions. Since B and C may

be interchanged, two of the expansions are equivalent and a total of

three expansions is sufficient. The second level expansions shown

below were chosen so as to minimize the number of cryotrons:
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A f = A'(B'D' + C'D' + B'C' + BCD) + A(B'CD + BCD)

- A'[D'(B' + C') + D(B'C' + BC)] + A[D(B'C' + BC)].

B f = B'(A'D' + C'D) + B(A'C'D'+ CD)

= B'[D'(A') + D (C')] + B[D'(A'C') + D(C)].

C equivalent to B.

I D f = D'(A'B' + A'C') + D(B'C' + BC)

= D'[A'(B' + C')] + D(B'C' + BC).

I
All three of the expansions should be evaluated in orde to

be completely rigorous. Experience with the method has shown,

I however, that the following rules of thumb hold for four variables:

I 1. If two minimum implementations differ by more than two

cryotrons, the lower of the two will always produce a faster circuit.

2. If two minimum implementations differ in the number of

Ilogic levels, two should be subtracted from the cryotron count of the

implementation with fewer levels before Rule I is applied.

I Since all three expansions require three logic levels, which

may be determined from the level of brackets, only Rule I applies.

I Unfortunately, determining the number of cryotrons is not a straight-

forward problem. This is due largely to the fact that the inverse of

g any function is available and that three-control cryotrons will often

reduce the total cryotron count. The minimum cryotron counts for

I
I
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the three expansions are A - 14, B - 14, and D - 10. Since D

requires four less cryotrons than A or B, only D need be evaluated.

This is shown in Fig. 7 and results in a maximum path length of

30. In Fig. 7b, two lines are used in the final stage to indicate a

pair of cryotrons .with the same inputs.

The first expansion in D resulted in two subfunctions.

The second subfunction contains only two variables, which can

always be formed in one level. The first subfunction contains

three variables, but consists of two terms with no more than two

variables each. This can also always be formed in one level, but

in this case the number of cryotrons for the over-all function is

increased. This implementation is shown in Fig. 8 and has a maxi-

mum path length of 27. Thus the addition of two cryotrons has

reduced the over-all path length by 10 percent.

Two-Variable Expansion

This method requires the evaluation of four subfunctions

for each combination, and thus the detection of symmetries is even

more important. In the example under consideration, the symmetry

of B and C reduces the combinations to four and the subfunctions to

be evaluated to sixteen.
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AB f = (A'B')(D' + C') + (A'B)(C'D' + CD) + (AB')(C'D)

+ (AB)(CD).

AC equivalent to AB.

AD f = (A'D')(B' + C') + (A'D)(B'C' + BC) + (AD')(0)

+ (AD)(B'CI + BC)

= (A'D')(B' + C') + D(B'C' + BC) +(AD')(0).

BC f z (B'C')(A' + D) + (B'C)(A'D') + (BC')(A'D') + (BC)D

= (B'C')(A' + D) + (B'C + BCI)(A'D')+ (BC)D.

BD f = (B'D')A' + (B'D)C' + (BD')(A'C') + (BD)C

= B'(A'D' + C'D) + (BD')(A'C') + (BD)C

z (B'D')A' + (BD')(A'C') + D(B'C' + BC).

CD equivalent to BD.

The rules of thumb described for the expansion method also

apply for the two-variable expansion method. Similarly, the deter-

mination of the minimum number of cryotrons required is not a

trivial problem. The minimum cryotron count for each of the four

expansions is AB - 16, AD - 11, BC - 12, and BD - 14. Since AB and

BD exceed the minimum implementation AD by more than two cryotrons,

they need not be evaluated. The implementation of AD is shown in

Fig. 9 and results in a maximum path length of 25. The implementation

of BC is also required but not shown, and results in a speed of 32.
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,I Majority Logic

There are six combinations of four things taken two at a

I time. In this particular example, however, the symmetry of B and C

I reduces the unique combinations to four:

A J B fab = A'D' +A'C' +ACD,

f fab' = A'CIDI + AC'D + A'CD.

AC equivalent to AB.

AD fad = A'B' +A'C' +B'C' +ABC,iad

I fad' = A'B'C' + A'BC.

I BC fbc = AtBI + D,

fbc' = A'D'.

BD 'bd = AIBI + BC,

Sfbd = AtC' + B'C'.

CD equivalent to BD.

I Determining the number of cryotrons for each combination

is even more complicated than in the expansion method since it is now

a multiple-output problem. The minimum cryotron counts are AB - 12,

AD - 10, BC - 6, and BD - 8. Then the two possible best implemen-

tations are BC and BD. Since fbc and fbcl may each be obtained in a
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single level, there are three possible implementations with three

levels and twelve cryotrons:

f = [B#C#(A'D')]#[B'#C'#(AID')]#(A'B' + D),

f2 = [B#C'#(A'B' + D)] #[ B'#C#(A'B' + D)]#(A'D'),

f3 = [B#C#(A'D')]#[B'#C#(A'B' + D)]#C'.

The implementation of f 1 shown in Fig. 10. results in a maximum

path length of 31; fZ, 38; and f 3 , 31. With the addition of four

cryotrons, f 3 may be implemented with a maximum path length of

30. This reduction is not felt to be sufficient to justify the additional

cryotrons.

BD may be implemented with only two more cryotrons than

BC, and should therefore be evaluated. The best speed which could

be obtained for BD was 38, approximately 25 percent slower than BC.

SUMMARY

The only previous synthesis method developed for cryotrons

is the minimization of tree circuits. 8 This method was programmed

for the IBM 704 and the minimum circuits found for all 221 classes of

functions of four variables. These classes represent all functions of

four variables in that a function not specifically included is either the
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inverse of a class or is obtained by altering the input variables

by permutation, negation, or both.

Because none of the methods described here has been

programmed, only 12 of the classes of four-variable functions were

considered, approximately 5 percent of the total. The results are

summarized in Table III. The figures under the heading "Tree"

are the minimum number of cryotrons as determined by the 704

program and the number of permutations of the input variables

(out of 24) for which this minimum is obtained. Listed in the next

column are the minimum cryotron count's for direct implementation

and the speed (in terms of maximum path length) for that implemen-

tation. The possibility of reducing the maximum path length by the

addition of more cryotrons was investigated for the remaining

three methods. Thus for some combinations of class and method,

two sets of figures are shown. One set of figures (minimum cryotron

count and speed) is the result of implementing the function with that

method with the fewest cryotrons, regardless of the speed of the

circuit. The second set of figures (maximum cryotron count and

speed) is the result of determining the fastest implementation with

that method, regardless of the number of cryotrons.

The method which produces the fastest circuit and the

circuit with the fewest cryotrons for each example is also shown in
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Table III, with duplicate entries in case of ties. The two-variable

expansion method produces the fastest circuit in all but two cases.

Class 62 has an extremely simple minimum sum, so that only two

subterms need be formed in the direct implementation method. Class

219 is one of the special cases already discussed in which the two

subfunctions developed by the expansion method are complementary.

This will normally require fewer cryotrons, and in this case produces

the fastest circuit. The method which implements the functions with

the minimum cryotron count is not as clear-cut. although the two-

variable expansion came out slightly ahead of the expansion method

in the examples considered.

The poor showing of the majority logic caused a more

thorough investigation of this particular case. Specifically, functions

of the following forms were considered:

f = f .#f z#f V

f = A'f, +A-f 2 ,

where any or all of the subfunctions could be majority functions of

the input variables. It was felt that circuits of this type, which

require only two levels, should produce the fastest circuits. Twenty-

four of the classes generated in this manner were faster than could be

developed by using the other methods. Of the 24 classes, 6 could be
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derived from the majority logic formulas described, 5 were of the

second form and could be derived by a combination of the expansion

and majority methods, and 13 could not be derived at all. This

indicates that either a table lookup procedure should be used to

detect these classes, or that the majority logic method should be

modified to include them.

CONCLUSIONS

The two-variable expansion method will produce the

fastest circuit 75 to 85 percent of the time. This method is almost

as effective in producing circuits with the fewest cryotrons, closely

followed by the expansion method. Partial symmetry between input

variables should be detected, since its presence reduces the number

of operations to be performed. The detection of the special cases

best handled by either the expansion method, the majority logic

method, or a combination of both, would produce a synthesis program

which could always develop the best implementation.
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TABSTRACT

Circuit operation at kilomegacycle rates causes the signal

-- propagation delay between units to become important. To reduce the

J importance of this delay, the system may be divided into relatively

I self-sufficient subunits operating concurrently and in collaboration,

as far as possible, on the same problem.

I Quantitative estimates of the efficiency of such multiplexed

units operating concurrently will be provided from analysis of a

I mathematical model. These estimates for particular models may

be used to check a designer's intuition. Secondly, these computed

efficiency estimates will be used to propose a set of intuitive guides

for the design of complex multiplexed equipment.

I
I
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INTRODUCTION

The ultra-high-speed machines of the future will presumably

be composed of very large numbers of switching units operating at

kilomegacycle rates. Operation at these rates causes signal propaga-

tion delay between the units to become important. It is thus desirable

to package the units as compactly as possible, and have little control

and data flow between units.

I To reduce the necessary signal propagation the system may

be divided into relatively self-sufficient subunits. This leads to the

i concept of a network of concurrently operating computers all tied

together and working in collaboration - as far as possible - on the

I same problem. Intuitively it would appear that this multiplexing would

I lead to greater speed of problem solution, but closer analysis reveals

i pitfalls.

The efficiency of multiplexed units of a computer operating

I concurrently on a problem will be analyzed using a mathematical

Imodel to provide quantitative estimates. These computed quantitative

gestimates for particular models may be used to check a designer's

intuition. As a second step in analysis, these computed efficiency

Iestimates will be used to propose a set of intuitive guides for the

design of complex multiplexed equipment.

!

I
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DESCRIPTION OF THE BASIC MATHEMATICAL MODELS

A mathematical model of a physical process may be guided

by the following criteria. First, its action must describe the process

as accurately as possible. Second, the model can be manipulated to

derive quantitative results not obvious-from the description. The more

complicated the process, the more difficult the definition of the model.

In defining the following models, the derivation of quantitative results

has been stressed at the expense of accurate description.

These models of multiplexed computer systems contain two

main parts. The first part consists of sets of distinct types of inde-

pendently operating processors, each processor type being controlled

by a distinct type of command. The number of types and the number of

units of each type vary with the model. The second part consists of

sets of strings of the commands and mechanisms for scanning and

delivering them to the appropriate unit. Only the probability distri-

bution of the commands in the set of strings is assumed known.

To handle this notationally, each model contains m types of

processing units, and a particular type is designated by i, where i

varies from I to m. If a i , i = 1, .. . , m, is a positive integer or zero,

then ai will denote the number of processing units of type i in a model.

Each particular model is thus defined by an m-tuple a = (a 1 , aZ ... am).
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I
I The range of indexes specifies the types of processing units in the

I model, and the magnitude of the components specifies the number of

processing units of the type defined by the index. Each particular

unit of type i is controlled by a command of type Ii where i varies

I from 1 to m. A particular unit of type i, the unit i0 , upon receiving

I a command li0, initiates an action which lasts one time step.

The commands Ii occur in strings, and the probability

distribution ' Ii,... Is) is known.l
I SEQUENTIAL SCAN'MODEL

l
In the sequential-scan model, the commands I. are scanned

1

sequentially. At each step it is determined if a processor of type i is

available. If a processor is available, the scan continues; otherwise

it stops. After the scan stops, all processing units which have received

commands process them. The processing and scanning are overlapped.

l For any set of processing units, the number of operating units is deter-

I mined by the contents of the scanned string. *

For example, the model (2 1 , Iz ) contains two processors of

type I and one processor of type 2. The command string

I I 1 1 ZI 2 1 1 III 121111 11IlIl1111 - •.-

* This is very similar to a model originally proposed by M.C. Andrews

and W. L. Duda.
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will be scanned and processed in the groups shown

IllI2 1211 121111 121111 III111I1 ...

It is clear that varying numbers of the processing units are used. The

results of the previous scan may be written as the 2-tuples

(2, ), .(1, 1), (2. 1), (2. 1), (2, 0), (2. 0)

where the first position denotes the number of steps of type I processed.

and the second, the steps of type 2.

The efficiency E' for a particular scan of a particular

model is defined as

E = the number of program steps processed
the maximum number which could be processed "()

In the example above, the consecutive values of E' are as

follows:

Time step 1 2 3 4 5 6

El 1 2/3 1 1 2/3 2/3....

In this example, the set of all possible 2-tuples produced by the scan,

the corresponding scan sequences, and the values of E' are listed

below.
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I

i Scan Sequence

S2 -tuple Instruction Scanned Next Instruction El

m(2,o) i11 i 1  2/3

(2,21) 21 any I

I1 1 any

111112 any

II 1 2/3

(1.1) 121/211(0,1l) (z 12 1/3

If the probabilities of occurrence of the possible scan

" sequences are written Pr((2, 0)), Pr((2, 1)), etc. , then the expected

H efficiency of the model for this example is

E = 2/3 Pr((2, 0)) + Pr((2, 1)) + 2/3 Pr((1, 1)) + 1/3 Pr((0, 1)).1(2)
To generalize from the example, let the results of each

sequential scan be expressed as an m-tuple a = (a , , a2 , ... , am).

i where a represents the number of processing units of type j whichJ

will be used in the next time step. Let it be assumed that the probabilities

of occurrence of the possible scan sequences, Pr(a), can be derived

from the probability distribution # of the various instruction types,

Ii and from assumptions R concerning the conditional probabilities of

joccurrence of instructions in the scan. By letting A represent the

I
!
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set of all possible m-tuples a = (al, a2 ,. ., am) which can result

from a sequential scan, and using El a(a) for the efficiency of the

model a for a particular scan a, equation (2) can be written for

the general case as

E(a, 0, R) E'a(a)Pr(a). (2a)

If the norm of a vector a is defined as the sum of its components

and written as lal[, equation (1) can be rewritten as

liall
E'a(a) -

I kItI
so that the expected efficiency of the model becomes

E(a, @. R) = I IIla a I Pr(a).
I I I aeA (3)

Define the maximum value of E as

EMAX (a., # R) a max E(a, f, R) (4)
+ in#

and the average efficiency as

F(a, @, R) E(a, , R) do. (5)0(0
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SKIPPING-SCAN MODEL

I
In the skipping-scan model, the commands Ii are held

I before processing in a store containing n places. The commands

I are scanned beginning with the first place. At each step it is deter-

j mined if a processor of type i is available. If a processor is

available, the command is marked for processing. Commands

I which cannot be processed are retained in the store. The scan

J continues over all n commands.

IAll marked commands are processed during the next step.

All others are moved to the lowest numbered place possible. In

Iaddition, the store is refilled sequentially from the program string,

I. and then the store is rescanned. Processing of commands and the

refilling of the n-store are simultaneous. Each model may be defined

by the (m+l)-tuple (aI n) = (a1, a, . .. amin) where the a.'s are as

defined previously and n is the number of storage cells. It is assumed

I that n >I III.
For example, the model (ZI, 1? 14) contains two processors

of type 1, one of type 2, and a store of four cells. The command

string

h1 21 11 2 11 112 1 1 1 11 11 1409ofthe II exam11111 III .....

I of the pr'evious example is processed as follows:

I
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contents of store processed commands

11111212 1 1 12

2 1 1 21 12I212I1 1211

1111 111
I2121 1211

It is clear that varying numbers of commands will be processed,

and that an improvement in efficiency has resulted from the addition

of the store.

The expected efficiency, maximum expected efficiency,

and average efficiency

E(a, n, 0, R), EMAX(a, n, t, R), F(a, n, I, R) (6)

are defined as for the first model. The expected equipment-use

efficiency EU(a, n, 0, R) might be defined as

EU(a, n, #, R) expected number of program steps processed
a measure of equipment

* E program step processing equipment.
a measure of equipment (7)
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!

IDETERMINATION OF PROBABILITY DISTRIBUTION,
SEQUENTIAL MODELI

ILet the model be defined by a = (al, ..., am). As the

set of instructions is scanned during each step, there will be a

first instruction which cannot be processed during the next step, and

which stops the scan. Let this instruction be one of the members of

Ii. Since it cannot be processed, it must be the (ai + 1)th Ii in the

current string of instructions, and ai Ilis will be processed. In

addition, this Ii will be the first instruction processed in the second

following step. In the worst case only a. instructions1

Iwill be processed in the next step (the current string of instructions

begins with ai +l Ii's). In the best case, all I I al I processing

elements will be used. The set composed of all sets of instruction

strings which can be processed leaving a certain Ii to be processed

Ifirst in the next time step is finite, and its members can be enumerated

by an index, j. It is then clear that the program steps will be processed

in one of the following sets

Sji (al, ,.. ai, ..., am)J

I i being the instruction type for which a. = a., and for which another
1 1

I instruction of type i has occurred. This stops the scan and insures

that the next scan begins with an instruction of type i.
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Let Pr(Sji) be the probability that Sji will be processed.

Let Pr(I k:Sji) be the probability that Sji will be able to be processed

after the scan, given that the first command scanned is Ik .

Now m

Pr(Sji) = I I I Pr(Sjk Pr(I k :Si)

k=l j (8)

for i = 1 ,... , m; j as defined previously.

Write

1: k  fi Pr(S j)
all j for each k

and sum the above equations over the correct set of j' s for each i.

m
PQi = I [PQ k  . Pr(I k:S ji)], i=l .... M. (9

-k=l ki (9)

In addition

I k = 1. (10)
k=l

The Pr(Ik:S.i) may be determined for particular values of Pr(Ii).

The m+l equations (9) and (10) have rank m and may be solved for

F~ k , k=1... m. The Pr(Sj.) may be found by direct substitution in

(8). Clearly

Pr(a1 . a Z . . . a m ) fi Pr(S ji)
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for the i and j corresponding to the set (a,.... a M).

E(a, I, R), EMAX(a, 0, R), and F(a, 0, R) may be computed.

Consider the special case in which m=Z and the conditional distribution

of Ii, I is binomial (independent) in the instruction scan, I, 12 occur

with the probabilities a and b=l-a respectively, and the model is

defined by (k, j).

Write S as k, s, 1 or t, j, 2 respectively. Defining

-1 -1
a ab =0, and writing C(s,t) for the binomial coefficients, Eq. (8)

becomes j

Pr(k, s, 1) = C(k+s-l, s)akbs I Pr(k, i, 1) (11)

i=0
k

+ C(k+s-l,k)ak+l bs11 Pr(i, j, 2) 0<sBj.

i=O

Pr(tj,2) = C(tj-l,j)at'Ibj+l I Pr(ki, i1) (12)

k ixO

+ C(t+j-I, t)atbj  I Pr(i. j, Z) 0tk.

i=O
k

Writing PI1 = Pr(k,i,1), PI 2  1 Pri, j,Z),

i=q i=(

Eq. (10), (11), and (12) become
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Pl= PI a k ( C(k+-, )b's] + PI k+l[ C(k+s k)b -1J

B =0 8=0

+ k k '
PI2 = PI l b C(j+t-1,j)at 1 PI2b

3 r~~ -1 t

t=o t=0

PI I+ PI2  = 1.

if

the solution may be written

Pr(k. 1,1) =(A)a ~ bC(k+s-l Cks-1. k)b'

+ a k+I b 3-1( ak C(k+s-l~s)bS) C(k+a-1,k)] O,<s<j

S=0

Pr(t, j, 2) [a Lk+t b j+lC(t+j - , j) C(k+s-l1, k)b 
s0O

+ a tbJ C(t+j -1, t) (1-a k ZCk+j-1, )bs) I <~k
5=0

Specializing still further, remembering

Pr(s, t) = Pr(s, t, 1) +Pr(s, t, 2),
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I

I let the model be defined by (11, 12) or k-j-1,

P(lO) = a3

a2+b
2

P(,l 1) = ab

I a +b

b
3

P(O' 1) = a2 +b2

E(I , a~.b) = P(l. O)+P(l.l)+ P(O'l)
a4+b2

I EMAX (1, 1) uE(l, 1, 1~,* 1

I If the distribution function #(a) is rectangular.

1 0 t<O

I d (a) = dt 0t'<l.

0 t>l

F(1 ) = 0.643.

Let the processing ability be defined as the number of program stepi

i processed simultaneously. The maximum processing ability of this

I configuration is 1. 5. In this case, the commands I, 12 are equally

likely to occur and satisfy a binomial distribution. The average

processing ability, with varied programs being run on the same

I equipment and 0 (11) being rectangular, is 1. 286.

I
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Consider the model (k, 1) with the same probability

assumptions.

Pr(k, 0) a2kl

1 -(k+l)akb

Pr(k, 1) = ak(l-ak)
1-(k+l)ak b

Pr(O, 1) -- bl(k+l)akkaZ
k ]

1 -(k+1)akb

Pr(s, 1) = baS[(I-ak)(1+sakb)+bak(sak-k)]
I -(k+lI) akb 1< s <k- I

E(k, 1, a, b) ( a k ( I -"akb )
(k~l( 1 (k~lak I bS(k -ak~ ~ab~ala-) sl

LsI

(k~l)(I-kZk~a ]

+ b(l-(k+l)ak + kaZk) -aZk+

Even if k = 2, the formula is too complicated for analysis; therefore,

machine computation was used.
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!
[ COMPUTATIONAL RESULTS, SEQUENTIAL MODELI

A 704 program was written for the case in which m=2, the

conditional distribution of I , 12 in the scan is binomial, and §(1i)

is rectangular. The cases covered ranged over combinations of

l:a, * j<a2 a kj(18.

For eac configuration (j, k), subscripts having been dropped for ease

of notation, the solution was tabulated for 0,a-l in steps of 1/50.

Then EMAX (j, k) was found by direct search, and F(j, k) by

integration using Simpson's rule.

Figure I shows the average expected efficiency F(j,k) as

a function of processor distribution. Figure 2 shows the maximum

expected efficiency EMAX (j, k) as a function of processor distribution.

The average expected efficiency F(j, k) has these properties:

1. decreases rapidly as the distribution of al, a2

processors becomes unbalanced,

2. increases rapidly as (j,k) approaches

a 1 +a2  aI+a 2

2 2

3. increases slowly as m increases for the distributions

(mj, mk).
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I
I

The maximum expected efficiency EMAX(j, k) has these properties:

1. increases slowly as number of processors increases,

2. increases as the distribution of a ,$ a2 becomes

unbalanced.

The value PR(I2 ) for which EMAX(j, k) is assumed

is greater than k
k+j

The following table* shows numerical results for important cases:

Corresponding Value

k EMAX (j, k) Pr(I ) F (j. k)

1 1 .750 .5 .643

2 2 .804 .5 .661

3 3 .833 .5 .671

1 2 .798 .75 .601

1 3 .838 .825 .538

2 3 .824 .625 .648

These results show that

1. to achieve a high efficiency of computer operation

during the running of a particular program, it is necessary to match

the configuration of equipment with the probability of occurrence of

program steps.I
I
I
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2. to achieve the greatest efficiency of computer operation

during the running of a variety of programs, it is necessary to have a

balanced distribution of equipment.

In most cases, achieving a high efficiency in running one

program is done at the expense of overall efficiency of operation and

vice versa. In addition, the efficiency of operation of an equipment

configuration varies considerably as the probability of occurrence of

program steps changes. To attempt to achieve greater efficiency in

both cases, the second model, with store, will be analyzed.

DETERMINATION OF PROBABILITY DISTRIBUTION, SKIPPING SCAN

The behavior of the model is determined by:

1. the (mI-l)- tuple (a1 , a2 ... amIn) giving the capacity

(n) of the store , and the number and type (a.) of processors

m

(n _ a.),

2. the distribution of commands I in the string whichJ

fills the store in the manner described previously.

Denote the contents of the store by (al ... a )where a.
dom J

denotes the number of instructions I. in the store. Clearly
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m

aj , 0 , a =n.

j=l

Let Pr(a 1. .. am) denote the probability that the store is in the state

(a 1, ... am) at the beginning of a time step. During this time step,

if a <a., then a. instructions I. will be processed. If a.>a.,
J 3.31 J j

aj instructions Ij will be processed and the remaining (aj-aj) Ij

instructions put into places of higher priority in the store so that they

will be the first I. instructions considered for processing during the3

next step. The empty places in the store will be filled by instructions

as governed by their distribution.

The probability analysis proceeds by an analysis of storage

state and is best explained by a simple example. Consider the model

(1, lt 2). The possible storage states are (2, 0), (1, 1), (0, 2). Applying

the processing rules stated above, the storage state diagram, I with

the probability of paths indicated on the paths, is:

Pr(l|)

(2.0) (2, 1)

(0,2)

(0,2) w (0,2)
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This may be written in matrix form as

input Pr(2, 0) Pr(l 1) Pr(0, 2)

Pr(I 1) Pr(fill) 0 Pr2, 0)

Pr(12 ) Pr(I I)+Pr(12 Ii) Pr(Il) Pr(l, 1)

0 Pr(12 12 ) Pr(I ) Pr(0, 2)

Output

where the elements represent the probability of proceeding from the

input state to the output state as shown.

The equations whose solution gives Pr(aI, a 2 ) are thus seen

to be:

Pr(I1) Pr(Ilh1) 0 Pr(2, 0) Pr(2, 0)

Pr(I2 ) Pr( 11)+Pr'(12 1,) Pr(I1 ) Pr(l, 1) Pr(l. 1)

0 Pr( 2 12 ) Pr(I2 ) Pr(O, 2) Pr(O, 2)
(13)

Pr(2, 0) + Pr(l, 1) + Pr(0, 2) = 1 (14)

and may readily be solved.

Once the probabilities are found, the desired efficiencies

follow immediately.

While the special case of models (1, 1, n) can be solved

explicitly for a binomial distribution of 11,12, the general case is
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I
I

more complicated. The n x n matrix of equations analogous to (13)

I may be readily generated column by column using the processing

rules described earlier. The rank of this matrix is clearly at most

n-l. In the special case, Pr(Ii) = 1, Pr(Ij) = 0, j j 1, the augmented

matrix found from the analogs of (13) and (14) is seen to be nonzero.

Thus, it may be assumed that a solution always exists and may be

found numerically. A program has been written to generate and

solve these equations in the case of some simple distributions of

the Ij. Once generated, the equations are solved for 0, aI at

intervals of 1/50 and EMAX and F found as before. As usual, the

expected efficiencies are calculated.

INow consider the model (1, 1. n) with a binomial distribution

of I I , I. For convenience, write Pr(Il) = a, Pr(I) = b, (b a 1-a).

I The set of equations to be solved may be easily found by the preceding

rules. The matrix of coefficients is the following triple diagonal

matrix, with the exception of the last row.
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1-a -a 2  0 0 Pr(n,O0) 0

-b 1-2ab -a 2 0 0 Pr(n-1, 1) 0

0 -b 2  1-2ab -a 2 0 -

- - -b 2 1-Zab -a 2  
-

o0 -b 2  1-2ab -a -

1 1 1 1/ Pr(O,na)

Using a+b=1, the determinant may be found to be

n-i

I bZj a2n- 2j- 2

j=0

and the solution is

Pr(n. 0) a2nl I

Pr(0,n) b bn-

Pr(n-j. j) * (b 2j- 1 a2fl Zj-i

n-i

E(l, 11 n. a, b) = (Pr(n, )+Pr(0. n)) + Pr(n-j, j)

2A
j=-
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I Since E( 1, 1 n, a, b) is a symmetric function, the maximum v&Lue

occurs at a b=z so EMAX (1,ln)1-I 2n

I F(1, IjI m) can be obtained by numerical integration.

COMPUTATIONAL RESULTS - SKIPPING SCAN MODE1

I A 704 program was written for the case of two proaces sors,

conditional binomial distribution for II and 12. rectangular dfistr-ibution

for 0 (1,), and n instruction storage capacity. The cases czovmred

F-- ranged over

1 <,a, = <.2=k<.1

Ii2f~j+k<,n<20.
The program scanned the input parameters, generated and s-olved the

Icorrect set of equations for Pr(j, kj n) for each Pr(I I) and

Pr( 2 ) = 1 - Pr(I I). Pr(I I) ranged from 0 to I in 40 steps. TIL en

[EMAX(j, k In) and F(j, k I a) were calculated using the appropr--iatem

formulas. Figure 3 shows EMAX(ikl n) and F(j kl n) for theeca-ses

I covered above.

I The average expected efficiency F(j, ki n~) has thesee

I properties:

1 1. it is greater than F(j, k), all n>.j+k,
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I
I2. it increases slowly with the increase in store capacity,

I 3. it increases most slowly as distribution of a1 , a2

processors becomes unbalanced,

4. it seems to approach distinct limiting values as m

I increases in the distributions (mj, ink).

IThe maximum expected efficiency EMAX(j, kin) has these properties:

I 1. it is greater than EMAX(j, k), all n>j+k,

2. it increases rapidly with the initial increase in storage

I capacity as dEMAX(I, I1z) = and the other slopes
dn

2nI approximate this,

I3. it increases more slowly when the store is larger,

4. no matter what the initial distribution, it always

approaches a value of about 95016 or more.

These results show that:

1. the addition of small stores increases the efficiency of

computer operation for programs in which the configuration of

equipment and the probability of occurrence of program steps are

Iwell matched,

2. the addition of an auxiliary store aids slightly the

efficiency of computer operation as a variety of programs is run,

3. the efficiency of operation of an equipment configuration

varies as the probability of occurrence of program steps changes, but
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less rapidly than without an auxiliary store.

MODEL MODIFICATIONS

The addition of store stations also uses equipment. Assume

that a store uses - as much equipment as a processing box. For the
x

model (1, liIn), the expected equipment-use efficiency

UE(I, 1 In) = E(I, I n) Processor equipment

Total equipment
becomes

UE(lIIIn) = (I~-) xn)x +(n-2)

clearly if

2(n 2-n+l)>x, UE (1, i n) decreases. The following

table gives numerical results.

n E(l, 11 n) UE(l, l n) UE(l, fIn)

I1x= 1j19 11x= 1133

2 .75 .750 .750

3 .833 .791 .807

4 .875 .791 .825

5 .900 .760 .825

The increases in efficiency promised by adding auxiliary storage

evidently depend strongly upon the extra equipment added.



377

Often the conditional distribution of the command in the scan

is not binomial. Polya has proposed a distribution which seemsI 2
probable. If the initial probability of II is a and of 12 is b=l-a,

then, if the first n trials resulted in k IISs and (n-k) 1 1s, the

conditional probability of I , 12 on the (n+l) s t trial is

a + ky , b + (n-k) y_, y>-l respectively.

S+nry 1 +ny

The probability of exactly k successes in the first n trials is given

by w(k. n) a C(n, k) a(a+y)... (a+ky - 1) b(+y)... (b+(n-k-l)y)

l(l+y)(i+2y)... (l+(n-I)y)

If the model (1, 1 n) is analyzed,

E(1 1 n a b y 11 a n(a+y)n- +b n(b+y)n- 1

n n-i n n-i -
where ~ ~ A-r a (a+y) +b (b+y) b a (+ynjj24y

IE(, ljn~a,by) =I-

In where A = anla+y) nino n -ib+y~'b , aniJ(a+nJbJ'Zlb+)J 2.Ij=Z
l EMAXll, ijny) = __I + ___

- n + 4 yt

Initially if Pr(ll) = Pr(12 ) = , then the following table shows the

Ieffect of y.

Y Pr(I l) Pr(lll2 ) = Pr(12 11 )
0 .25 .25

1/2 .33 .167

1 .375 .125
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The following table gives values of EMAX. for y z 0,
1

and 1.

n E(llIn. 0) E(l,1n I E(l,ln,l)

2 .75 .667 .625

3 .833 .75 .7

4 .875 .8 .75

5 .9 .833 .786

10 .95 .911 .875

It is clear that the bunching of instructions of the same

type decreases the efficiency of multiplexing.

CONCLUSIONS

The following statements based upon the previous

computational results may be used as intuitive guides for the

design of complex multiplexed equipment.

1. Matching the number and types of multiplexed

processors used in the design to the expected probability of

occurrence of instructions will

a. give high peak efficiency if the match is right,
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I

Ib. result in rapidly decreasing average efficiency if

the combination of multiplexed processors is unbalanced.

I 2. Using balanced combinations of numbers and types of

multiplexed processors in the design will give maximum average

efficiency if combinations of instruction steps with different

Iprobabilities of occurrence are to be used.

I3. The addition of stores to permit 'skipping scans" will

increase the peak efficiency of problem solving rapidly, especially

for balanced combinations.

I4. The increase in efficiency due to stores is very

Isensitive to the relative cost of storage stations.

5. The bunching of types of instruction steps will decrease

multiplexing efficiency. "Skipping scans" decrease this effect.I
I

I
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